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Preface

This guide explains how to install and then run Helios on your workstation. It
supplements the information given in the Helios V1.0 manual" The Helios
operating system (Prentice Hall, 1989). The guide is divided into three
chapters: the first chapter describes the actual installation procedure, the
second chapter describes the I/o Server, and the third outlines the additions
and changes present in Helios v1.1. The information in chapter 3 also
appöars rn the Helios Newo* Guide (DSL. 1%g). Before starting work on
the installation, we suggest that you read the first two chapters carefully.

Although there are occasional examples that refer to specific hardware, this
document is intended to act as a generic guide to installing Helios on a Sun,
or an equivalent host, with additional transputer board(s). At present, you
san run Helios on a Sun3 or Sun4 workstation with the following transputer
boards:

CSA PART.8
Inmos 8011
Inmos 8014
In-qs Sgtt
Niche NTL000
Parsytec/Paracom Sun Board
Transtech Multi-Computing Platform (MCp1000)

You can also run Helios on a Telmat UNIX workstation host with an
ITFIP32 transputer board. This machins is rcnghly equivalent to a Sun
workstation and so you can equally well apply the information provided here
to install Helios on your Telmat hardware.

The list of supported hardware is growing all the time. To find out what is
currently supported" contact your local Helios dealer, or write directly to

r ^f Distributed software Limited, 1900 Aztec west, Almondsbury BS12 4sD.
T
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Chapter I

Installing Helios on Sun Workstations

This chapter describes the Helios/Sun release and explains how you can
insta[ it on your hardware, which must be using SunOS 4.01 or a later
version. The first part of this chapter outlines the installation procedure and
then describes the work involved in installing Helios for a number of
different configurations. The second part of this chapter specifies the various
initialisation options that you can use to define the way in which Helios starts
up.

1.1 Introduction

The basic unit of hardware used by the Sun I/O Server is the transputer site.
A site consists of a link adapter attached to at least one transputer. In the
current implementation, every active user of Helios needs his or her orm site:
this site may be accessed directly, with the I/O Server running on the Sun
with the transputer hardware; or it may be accessed indirectly, running the
I/O Server on a remote Sun and a link daemon" Hydra, on the Sun with the
tlensputer hardware to provide access to the link. Sites are given numbers
from 0 onwards. For example, the CSA PART.8 board has four link adapters
and hence four sites, site 0 - site 3.

The Helios/Sun product comes on a single cartridge tape, written to
/dev/rct9 on a Sun-3 unless otherwise requested; no special blocking factors
are used. The tape contains two directories: sunbin, which has a number of
executables to run on the Sun host; andhelios, which contains the normal
Helios files for the transputer side.

The directory structure for helios is as follows:F .
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DirectoryName Contents

Various user commands
Binary files used by the q/stem
The C conpiler's include files
Temporary files
Various s)6tem tetual resouroc fileg some of
which depend upon the hardware attached to the
different sites
A backup copy ofthe various erc directories

bin
tib
includc o
tmp
etc[0...n]

etc.master

l.2Installation

The following steps outline the different stages in the intallation pr(rcess.

1. The first stage in the installation pr(rcess is to etüract the sunbin and
helios dtrectories from tape, using

tar fxv /dev/rst8

Note that you will require approximately two megabytes of disc space.
After extracting the directories it may be necessary to modift the owner,
group, and access permission of the files to reflect the conventions at
your installation (an installation can be a Sun host and hardware or an
entire network of Suns plus additional transputer hardware). In most
circumstances, users need read aooess to helios/bin, helios/ib, and
helios/include, but read/write acoess to tnp and the rrarious etc
directories.

2. The next stage is to install the various Sun executables in the sut bin
directory so that they can be accessed by all users. The executables crist
in Sun-3 and Sun-4 format. In theory the Hydra link daemon and thc
hydra-on monitor program do not have to be available to ordinary
users, only to the installation administrator, but it may be easier drriry
the initial stages to allow general access to these programs Tlc
senenvindow and senerwindaw.sun3 programs are run by the Scrrr I
separate processes, never by the ordinary user, and should be tcpa h
the helios directory sewewindow is the Sun-4 venio'o, rd
serverwindow.srn3 is for the Sun-3. The I/O Server nust ahtys bc
accessible to ordinarv users.

L-2
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As the default Helios dhectory, /home/sp2sunl/userl/helios, is unlikely
to be correct for your installation. You must next modifi the master
host.con Server configuration file, to reflect the location of the Helios
directory within your host's filing system. After you have updated the
master copy, every user should make his own copy of the confrguration
file in his own home directory and always run the I/O Server from that
directory never fron within the helios directory. A user can make his
own copy of the helios directory and work within that, modiling his
private host.con file, but this will use an additional 2 Mbytes of disc
space for each user. Notice that the Server will alwap pick up the
host.con file from the current directory unless you introduoe an
alternative filename with the -C option when you invoke the ssver
command.

The final part of the installation pr(rcess determines the networking and
transputer site allocatioq which depends very much on both the
hardware and the users' requirements. The available options are
described here, along with an outline of the work involve4 but this
description should only be regarded as a guide line.

1.2.1Option 1

The simplest option involves a single Sun (not networked) with a single
transputer plug-in board containing four transputers and four link adapters
(for example, a Transtech MCP1000 board). This configuration is intended
for four users, each with just one transputer. In this case the Server will
alwap run on the Sun with the boat4 so there is no need to go via the link
daemon, Hydra. All the sites are equivalent and there is no need for users to
be allocated a particular site because of the hardware attached to that site.
Every user should therefore comment out the line

site = x

in their confrguration file, host.con which means that they will be allocated
any free site when they run the I/O Server. The installation administrator
should also comment-out the lines
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run -r startns

and

raitfor /tfn

from /helios/etc[A...n]fininc, as there is no need to run the Network Server
6p x singls transputer networL

122 Option2

The next level of complexity is to have the same hardware as described in
Optionl, but this time with a maximum of two userg each with access to two
processors. On a Transtech MCP1000 board this means that site 0 uses the
processors corresponding to /dev/nap0 and /dev/napf, and site 2 uses the
processors corresponding to /fuv/nap2 and /dev/nap3. Under no
circumstances should the Server try to use sites 1 or 3, as there is no way to
detect from the Sun side that the corresponding root processors are already
being used. Before rgnning tle Server, connect the processors together using
the nt_ctl utility. Each user's configuration frle, host.con, should contain a
reference to either site 0 or site 2, but note that the Server will issue an error
message if that site is already being used. As each user now has a network of
two transputers, you should use the Network Server to boot-up the second
processor; /helios/etc[0...n]/initrc should not be modified. You should also
eruure that the resource map specifies the correct reset driver, tant ru-d.

You can build networks with three or four transputerq using just the
transputer boar{ by adjusting the network resource maps and the host.cott
file as appropriate.

12.3 Option 3

The next level of complexity is to attach additional transputers to some a dl
of the sites, but keeping the resulting networks separate. This would albs
four users, each with multiple transputers. If all four sites have thc slre
network attached there is no reason to run on any particular site, so tlc
host.con files should not speci$ a particular site. If the sites have diffcrcc
configurations, users may wish to run on a particular site, and thcy cen
specü this in host.con. Once this level of complexity is reachd it is assumed
that the various users of the system will cooperate with each other.

r-4
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If all four sites have different network configurations they will require
different network resource maps, which is tairly straightforward as every site
has its own private copy of /helios/etc[0-.n]: etc0 is used for site 0, and so on.
The reset driver used for the network depends on the hardware.

Note that any sites not currently used by Helios can be used for other
applications, such as TDS.

12.4 Option 4

The final option allows all the sites to be accessed remotely over the ethernet.
In this case it is necessary to run the link daemon" Hydra, on a Sun
worlstation with a transputer boar4 and this requires a number of
installation steps.

1. Add the Hydra internet service to the s),stem configuration file,
/ac/senices, 6 ä tcp service, with a unique socket number; this
addition must be made on every machine that will run either Hydra or
the Server.

2. Modi$ the hydracon configuration file. In particular, you must change
the line specifring the hydra host to indicate the network address of the
machine rsnning Hydra; this network address must correspond to an
entry in the /etc/hosts file.

3. Modi$' the host.con file to indicate a remote transputer boq again" the
hydra_host line must be modified.

If you wisb" you can allow remote aooess to only some of the sites by listing
those sites rather than all_sites in the hydra.con configuration file. The
remaining sites can then be accessed directly, which is more efficient than
going via Hydtq but does not allow networked aocess. You can also change
which sites are accessible remotely using the hydramon program. This is
discussed in more detail in the next chapter.

r a
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L3 Startup Options

When Helios is booted into a trrnsputer that is connected to the I/O
pr(rcessor, it executes /helios/ib/inir, which in turn reads the terC Frle
etc[0...nJ/inittr. This text file can be edited by the user to define the way in
which Helios is to start, and can contain any of the commands listed below.

# comment
Any line n initu which starts with # is treated as a comment and is
ignored.

guto senematne
The auto command adds the specifred namq sewemarne,lnto the Name
Server. This means that the server will be loaded on demand from
/helios/lib when it is fnst used.

console senemame windownarne ...
The console command creates one or more windows using the specified
server, servematne, and provides the window windownarne as output for
commands executed from within initrc. Until you speci$ console, any
output from tasks such as the Network Server will go to the /lryn
device. Note that in the I/O Server the standard initrc file contains an
entry at the end to run login; this will only work if a console command
has been given in order to create a window. If no console has been
created then the login process must be created by the Batch Server by
adding a suitable entry in the file erc/batchrc, which provides an
environment for login.

ilabsent s ery em an e c omm an d
The ifabsent command determines if the specified server, setlvrns.rv,
exists; if that server does not exist, it treats the rest of the line as a
conmand which it will execute. command must be one of the
commands listed in this section.

run [-e] [-w] pathnarne I aryt,... ]
run executes the command whose full pathname is passed as thc
argument pathnotne. The -e option passes the environment to ttc
command, and the -w option forcss run to wait for the command to
terminate before it terminates itself. The following argument !Edr,
argr, consists of the command name and each of its arguments; it b ott
used if you speci$ the .e option. Any program started using rur c rfll

t4
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subsequently have standard strerms to a window created by console, or
to the error logger if no console has been specified.

waitlor seryer name
The naitfor command waits for the senrer specified as server name to
be loaded before it terminates. If the server has not been loaded
naitfor will result in it being loaded (assuming that the name is
defined).

The following is a listing of the configuration file that is shipped with this
release of Helios.

# Hetios System Configuration Fi le
# This f i l .e is interpreted by init  to configurc thc systcm
# it  is 1{0T a shel,t  script.
ifabsent ./rindor auto /uindor
raitfor /rindor
cmsote /rindor console
rm -e /hetios/bin/startns startns -r /hetios/etc/defautt.map
ra i t fo r , / t fm
#rrn -e ./hetios/t ib/gn sm
nn -e /hetios/t ib/bs be
#rrn -e /heLios/bin/smlogin -
rm -e /hetios/bin/ login -

If the Window Manager is running as part of the I/O Server, the test

if absent /rindor

will tail and the system will create a console window using the host's
windowing system. If the Window Manager is not part of the I/O Server then
the first two command lines in this program will install the WindowManager:
auto adds the Window Server's na-e into the Name Server, salfor then
waits for the server to be loaded. This may appear to be a someuüat verbose
way of loading the Window Server, but it is necessary because mn alone
would only load the server; it would not create an entry within the Name
Server. It should be noted, however, that some servers add their own names
into the Name Server, and can therefore be loaded successfully with run.

Having created the Window Server, the prograrn uses the console command
to create a window called console.The environment provided by this window
is then noted by init, so that it can be passed on to subsequent nrn
commands that are invoked with the + option. In this configuration file, all
subsequent mn commands are passed this environment so that their output
is sent to the console window instead of to /oger.

r-7
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After applying the run command to startns, the program loads the Batch
Server. One of the first tasks that the batch server performs is to read the job
description file, etc/botchrc. In this release of Helios the job description file is
empty, but it can be modified by the user. Full details of the slmta:r are given
in the description of the Batch Server in Section 3.3.



Chapter 2

The Helios Unix l/O Server

This chapter describes the various facilities provided by the Helios I/O
Server, version 3.72, whet running on a Unix machine. It is intended to
supplement the chapter on the I/o server in the Helios manual, The Helios
Operating System (Prentice Hall, 1989), and is aimed primarily at the Sun I/O
Server with a transputer board (although it should also be relevant to other
Unix versions). In particular, this chapter describes the various ways of
configuring the I/O Server using the host.con configuration file. This
configuration file usually resides in the current directory and is used when
the Server starts up. It is possible to speciS a different configuration file on
tle command line using the -C optiorq for example,

server -C .. / . . /dubterm.cm

This option is particularly useful when combined with shell aliaseg allowing
the user to have different commands for the different configurations. Every
user should have his or her oum copy or copies ofthis configuration file.

2.L The Windowing Interface

The Sun I/O Server can provide multiple windows on the host side, either
using real windows on a SunView display or multiple pseudo-windoYn with
hot-key switching on a dumb terminal; the latter gives a similar environment
to the I/O Server used with Helios/PC. To determine which windowing
system to use the I/O Server examines the TERM environment variable: if
this is set to "sun", real windows will be used; pseudo-windows are used in all
other cases.
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It is possible to disable multiple windows on the host side and use multiple
windows on the transputer side instead, by commenting out the line
Server_windows in the host.con lile. In this case the transputer will run the
program /helios/lib/window, which should provide multiple windows one
way or another. This option is unlikcly to be useful for the Sun I/o Server.

2.1.1 SunView

whcn running thc I/o Server under SunView, Helios will use real SunView
windows for its own windowing operations. All Helios operations which
create a window will therefore create a new SunView window. These
windows use thc standard Helios escape sequences for input and output, as
documented in The Helios operating system.In addition, the I/o server will
inherit the special tty keys for erase,intr,start, andstop, and will map these
onto the Helios equivalents.

Note that most programs only check the screen size at start-up, and cannot
therefore be correctly used with windows that are resizcd during program
exccution. This is a result of the way in which each individual application has
been writtcn, and is not a restriction that is imposed by the I/O Server.

The I/O Server has its own window for its debugging output. This window
has a control pancl for the various facilities available within the I/o Server.
There are buttons for rcbooting Helios, for terminating the I/o Server and
returning to Unix, for entering the I/O Server's low-level debugger, and for
obtaining the Server status. The error logger destination can be toggled, and
there is a pop-up menu for the debugging facilities. The left mouse button
can be used to enable or disable all debugging options, and the right button
can be used to select a particular option as follows (the keys in brackcts are
used with dumb terminals):



Option

Resources (x)

Reconligure (z)

Messages (m)

Search (s)

Open (o)

Close (p)

Name (n)

Read (r)

Boot (b)

Init (i)

Write (w)

auit (q;

Progress report while device servers are starting.

Report all file c/rites.

Give a progress report while the Server is exiting.

Graphics (g) Report any graphics operations.

These debugging options can also be enabled on the command line. For
example, server -opr starts the I/O Server with the open, close, and rcod

-, deblgging options enabled. This is compatible with the PC version of Helios.

-
For a number ofreasons the I/O Server has to fork a new program whenever
it creates a new window. Usually this is servenvindow for a Sun-4, or
serverwindow.sun3 for a Sun-3, but it is possible to speciS some other

Helios for the Sun The I/O Server

Action

List all open stretms.

Re-read the host.con configuration file. Please note
that some of the options do not take effect until
you reboot the transputer, and some of the options
are only checked when the Server starts up.

Report on messages sent by/to the transputer
network.

Report all distributed searches.

List all files being opened.

List all files being closed.

Give the nrmes of all objects Helios tries to access.

Report all file reads.

Progress report during transputer bootstrap.

Keyboard (k) Reportallkeypresses.

2-3
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program in the configuration file. The following example would cause the
Server to execute myserrwindon

serverrindor = nyserwindol

2.12 Dumb Terminals

when the I/o Server is executed from a dunb terminat, the Server will use
its own windowing slatem. In this environment only one window is visible at a
time, although the otlers can be viewed by applying special key sequences.
output to non-visible windows proceeds normally, and will become visible
when the user switches to that window. The termcap database and the
TERM environment variable are used by the I/o Server to interpret the
standard Helios output escape sequences, and to map the terminal's input to
the Helios input sequences when necessary.

The I/o Server has its own window that is not directly accessible from
Helios. This window is used for the seryer's error messages, and may be used
as the destination for the error logger. when output is written to the Server's
window, this window will pop to the foreground allowing the error messages
to be observed. To disable this optioq you can insert the line:

Server_ri ndols_nopop

in the configuration file.

The I/o Server uses a nu-ber of special keys or key sequences to contror
reboots, debugging options, window switching and so on. The keys for these
operations may have to be different for different terminals, so they ca" be
defined by the user by adding entries into the configuration file. A pmsibre
host.con entry is

escape_sequence = kl

This specifies that the main hot-key is function key 1, k1 being the terncrp
name for that function key. other termcap names are descnlbed in tlc
standard Unix documentation, but the most common ones are k1-k9, rÄiü
represent the first ten function keys, kh for the home key, and kq k4 kr, rnl
k1, for up-arroq down-arrow, righrarrow, and left-arrow respcctiraly.

2-4
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To perform the various Server operations, you simply press the appropriate
hot-key, followed by another key, as specified below.

Keys Operation

The same mechanism can be applied to the debugging options described
earlier.

Some of these operations are used more often than others, and it is
convenient to have them as single-key operations rather than a two-key
sequenc€. The following lines can be added tothehost.con file to assign these
operations to function keys:

sritch_forrards_key = k2
sritch-backrards-keY = lJ
refresh-keY = k4
debugger-key = k5

<hotkq> 1
<hot kq> 2
<hotkq> 3
<hot key> 7
<hot kq> 8
<hot key> 9
<hot key> 0
<hotlcq> a
<hot lcey> |
<hot key> x
<..hotlcy> z

status_key
exi t_key

Switch to ne:c window.
Switch to previous window.
Refresh current window.
Enter debugger.
Server status.
Server exit.
Reboot transputer.
Toggle all debugging options.
Switch error logger destination.
Resource debugging.
Re-read configuration file.
(More operations maybe added)

= k 6
= k 7

reboot-key = k8

Your terminal may have keys for which there is no termcap entry or for
which the termcap entry is incorrect. You can still use these keys as escape
keys if you speciff the ke/s data in the host.con file. If you need do this' you
must always prefix the key's data with a'#' character. For example,
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escape_se$ßnce : #\E^Q\0120\n

specifies that the main hot key generates an escape character (hex OxlB),
followed by a CTRLQ (hex 0x11), the octal nurnber 12 (hex CIOA" or ASCII
linefeed), the letter 'O' (hex Or,4F), and another linefeed (hex O$A). You can
enter a space by using its octal value, 040, and backslash and caret by usiog
\\ *d \^ respectively.

The I/O Server translates the termcap sequenses into the following Helios
sequences:

Termcap
k1-ld
k;
&8
@7
KI
KN
KP
kh
kd
ku
kr
kl
%L

Helios
Function keys 1 to 9
Function key 10
Undo
End
Insert
PageDown
PageUp
Home
Down-arrow
Up-arrow
Right-arrow
Irft-arrow
Help

If any of these are used as special keys for the I/O Server they cannot be
read by Helios; any other keys are passed to Helios without translation.
Helios programs should not, in general, make assumptions about the keys
that will and will not be available on a particular terminal.

To perform the translation of Helios escape sequences to screen operationg
the I/O Server uses the following termcap entries:

2-6
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Description

Bell sequence; used in preference to CTRLG

Clear screen

Cursor move

Inverse/Normal video

Clear to end of line

Determine some of the terminal's wrapping
characteristics

Determine the terminal size

Termcap

bt

cl

cm

mr and me,
or so and se

oe

am

ro and co

If any of the above are not defined correctly, then the Server's behaviour is
undefined. In addition, the exact nature of a terminal's line wrappiog may
cause tle display to become confused, so a screen refresh key-sequence is
provided.

2.2The Filing System Interface

The I/O Server provides two Helios selYers to allow access to the host's
filing system. The first ß /hetios,vrfiish contains all the standard Helios files

and binaries. The second is /fites,which maps onto the root of the Unix fling
system, so that, /Cluster/IO/files/uv/gantes is the same as the Unix
directory /usr/games. All files and directories on the Unix ftling system are
accessible from Helios, including networked drives. However, Helios does
not provide its users with any aocess authority other than their standard Unix
ones.

The location of the main Helios directory depends on the site, and must be

specified inthe host.con file, together with some other files, as follovn:

2-7
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het ios_di rectory = 766t*/sp2sml/het ios
bootf i l ,e = -/ t ib/nboot. i
system_image = -/tib/rructeus

The tilde characters (-) in the last two entries indicate that they are relative
to the helios dneelory so in most cases it is only necessary to change the
helios _directory entry uÄen instrlling Helios.

The various Helios files in the standard release occupy over a megabyte of
disc space, which is compact for a complete operating system, but
nevertheless it is not a good idea to have more than one copy of these files in
an installation. This creates a number of problems. Firstly, different network
maps may have to be used to boot up different tr'2nsputer siteq even though
the Helios initialisation file /helios/etcfinitrx only specifies one, which is
usually /helios/ac/default.map. Also, copies of Helios are serialised and
there is checking within Helios to prevent multiple users from using the same
copy of Helios. To overcome this, all aooesses tothe /helios/etc directory and
to the /hetios/lib/net_sew program are modified according to the site used.
For example, if the user is connected via site 2 and tries to aooess

/helios/etc/motd, the Server will actually aooess etc2/motd within the helios
directory.

Because the entire Unix filing system is accessible from Helios, the user can
also access the various devices and other objects. Character and Block special
devices are treated as private Helios objectq and cannot be used from
Helios. Slmbolic links, sockets, and fifos are not supported in the current
release.

23 The Error Logger

The l/O Server contains a device, loger, which may be used by Helic
programs for error output. By default, all data that is sent to the loggcr
device is diverted to the Server's own window, but an alternative destination
may be specified by the user. When running under SunView this is done bt
clicking a mouse button on the Logger cycle; on a dumb terminal it is dorc
by usiog the key sequence, <hot lccy>L A Server status request will displey
the current logging destination.
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If the logging destination is a file, or both file and window, any data sent to

/loger is appended to the end of a logfile. This data may be read from Helios
using standard commands; for example,

cat / togger

If you wish to empty the logger file, you can do this from Helios using the
command-line:

rm /togger

AlternativelS when the Server exits, any data written to the logger will be
preserved in the logfile, whereupon you may examine it at your leisure. The
file will be cleared when the Server is run again.

There are two entries ln the host.con frle that control the behaviour of the
error logger. The first entry,Iogftle = <filename>, specifies the file that is to
be used to store logging output; the default ßlogftle in the current directory.
The second entry is loging_destination, wbich can be set to screen, file, or
both, and controls the initial logging destination. The following example
entries would cause any data unitten to the logger to go to a file called
logbook.

togfi te = togbook
togging_destination : f  i  [e

2.4 Multiple Links

On many Unix-hosted transputer systems the host has multiple link adapters
into a transputer network or into different transputer networks. If each link
adapter is connected to a different root transputer, then it is possible to have
multiple gssls running Helios. This combination of link adapter, root
transputer, and possibly some additional transputer network is known as a
site. For example, some transputer boards have four sites, allowing four users
to run Helios at the same time. Any site not currently used for Helios can be
used for other software, such as TDS.

O The I/O Server must be able to interact with the link adapter, directly or
indirectly. If the I/O Server runs on the host with the link interface, it can
access the link directly. If a user wishes to access transputers in a remote
machine over the Ethernet (or other local network), and still have the
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benefits of real windows etc., then the I/O Server must run on his own
machine and interact with the link via a link daemon known as Hydra.
Communication between the I/O Server and Hydra takes place using
TCP/P sockets over the Ethernet.

As each tr.nsputer site nay be different, there nust be some way for the
user to speciry which site they will use. This can be done by adding a suitable
entry into host.con, in the form site = 0, site = 1, etc. Note that the sites are
simple integers which are mapped onto the actual hardware by the Server.
On a Sun with a Transtech boar4 site 0 corresponds to the link device
/dcv/nap0, site 1 correspondsto /dev/napl, and so on.

The TeLnat workstation can incorporate up to eight different CPU modules,
each accepting up to eieüt transputer boards. As a result, &6ITFTP32 link
interfaces can run at the sane time. The device link neme and the site
number are declared by the following formula:

the device link name = /dev/inkcx> ,nt<y>

where

<r> = the interface board number
(.r can take the values: 0, 8, 16, 24,3140,48 or 56)

and

<y> = the CPU module number
(y can take thevalues: 0,1,2,3,4,5,6or7)

the site number = (<x> / g) + (g * <y>)

For example, the board plugged at address 71 of CPU module nu-ber 2 has
the name /dev/ink24yt2, and the site number to declare in the äosr.con file
is 19.

If no site is specified ln the host.con file, the Server will choose any available
site. At some future stage it is intended to provide a dialogue between the
Server and the user to allow the latter to choose a site interactively.
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The configuration file controls whether the Server communicates directly
with a link device (in which case it has to run on the same host), or that it
interacts with the link daemon" Hydra. The former is significantly more
efficient as it avoids the communication overhead within the Unix worl4 but
it does not allow remote access. The relevant entrv can be

box = <hardware nüne>

or

box = remote

If the entry specifies a particular piece of hardware, NTPl(m for the
Transtech Sun board, ITFTPI}2 for the Telnat boar4 then the Seryer will
interact directly with the link; if the entry specifies remote, then the Server
will interact with the link daemon, Hydra.

If the box is specified as remote, the Server will interact with Hydra over a
TCP/P socket. This socket can be within the Unix family or within the
internet family, and is controlled by the family natne entry in the
configuration file; a setting of AF_UNIX or AF INET should be used as
appropriate. With the Unix family it is necessary to speci$ a name within the
Unix frling system for the socket. For example,

famity_narm = AF_UlllX
socket_naflE s my_socket

uses a Unix socket called my_socket in the current directory. The default
fa-tly is AF_UNIX, and the default socket nrme is hydr.sk.

If the socket family is AF-INET, the Server will use the normal networking
routines to connect to the Hydra daemon. It needs to know the network
name of the machine on which Hydra is running and this is specified by
lsngthehydra host ettry in the configuration file.

hydra_host = sp2suni

This host name must correspond to an entry n the /etc/hosfs file. Given the
host address, the Server uses the network routines gethostbyname0 and
getserrbyname0 to obtain a socket identifier. This requires the installation
administrator to enter hydra nthe file, /etc/serices, when Helios is installed.
The file should be modified on each of the machines which is likely to be
used for rgnning Hydra or the I/O Server. The entry should like this,
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hydra 1234/tcp

wherc lß4 is any socket number not used by other services.

It is possible that Hydra may be unable to accept a new connection
immediately. This is particularly true if the s),stem is heavily loaded by one or
more users who are booting at the same time. Under these circumstances the
Server will display the message

Hydra is busy...

and retry after a short delay. The number of retries is specified in the
host.con file by the entry connection rctries. The default value is 5.

The protocol used between Hydra and the Server is independent of the
hardware, and hence the two programs may nrn on completely different
machines. For example, it is possible to run Hydra on a Sun-4 and the I/O
Server on a Sun-3, or vice versa.

2.5 Hydra

The link daemon, Hydra, is a separate program which is normally under the
control of the installation administrator, and is run automatically uÄen the
host boots up. A separate monitoring program, hydramon, can be used to
interrogate Hydra to determine which sites are currently in use, and by
whom. In addition, it can be used to disconnect a particular Server and
release the site; this disconnection occurs immediately, and may result in the
loss of data, so ascess to hydramon is normally restricted. Hydramon also
allows sites to be released, which means that Hydra will no longer allow
access to those sites, and allows sites to be used again.

Both Hydra and the hydramon program read the configuration filehydm.con.
Atypicalhydra.con file might look something like this:
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host = SUil
box = 8011
hydra_host = sp2surl
#famity_nane = AF_UlllX
#socket_nam = my_socket
fanity_nann = AF_II|ET
cornection_delay = 25
#at t_si tes
nap0
#napl
nap2
#nap3

Tlhe hydra.con file closely resembles the host.con file, although there are
fewer options. It specifies the tpe of host and transputer network, and the
network address of the host. This network address should correspond to an
entry in /etc/hosß. Like the Server, Hydra can use either Unix or internet
sockets, and for internet sockets the slntem administrator must add Hydra to
the list of available services in /etc/semices, üsing any free socket number.
Conneaion_dclay specifies a delay in seconds between accepting new
connections from Servers; the bootstrap process requires a considerable
amount of input/output, so having multiple users booting up within a short
time of each other may overload Hydra.

The final entries in the file speciry which sites are to be used by Hydra. It is
possible for Hydra to use all available sites, or only a selected number of
sites. The latter option is useful to allow users to access particular sites
without going via Hydrq or even to run software other than Helioc on these
sites. Hydra only locls sites that are currently running Helios, so it is possible
to access a site directly even if it is one of the sites accessible via Hydra.

For reliable operation, Hydra must put the link devices into non-blocking
mode. Given the lack of memory protection in the transputer hardware, it is
perfectly feasible for the transputer to crash in the niddle of link traffig in
which case Hydra should be able to recover rather than hang on a read or
write. If the device does not support non-blocking mode it is possible for
every Helios session to hang because of a single transputer crash, and Hydra
will display a warning to that effect.
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2.6 Other'host.con' Configuration Entries

There are a number of other entries in the host.con configuration file which
can be gfienged by the user; examples of these are listed beiow.

rEssage t imit = 30000
l'Frs specifies the maximum size of the data vector that is used to
transfer messages between Helios and the I/O Server. On a Unix
system it is very e4pensive to have small message limitg because
transferring data to and from the link involves switching between the
I/o server and the operating slntem. Having smaller limits can avoid
problems on some other machines, but is unlikely to do so under unir
The maximum message limit is 64m0.

root processor = IOO-IJnder 
Helios, every processor has a nrme. The name of the root

processor is controlled by the I/O Server, and cannot change while
Helios is running. The default na-e is /00, but it can be changed via the
configuration file.

io_processor = /sun
The r/o processor behaves just like n llansputer within the Herios
network, and hence it too must have a network name. The default name
is /IO, but this can be controlled by the user.

transputer memry = 0x200000
On a-normal system. Isystem, Helios itself determines the amount of memory
attached to the transputer. Problems may be experienced if the main
transputer memory is followed immediately by video memory or other
hardware, as Helios will attempt to use this memory as well. By
speci&ing the amount of memory using this entry in the configuration
file, Helios will not attempt to use the special areas. you shodJ en$re
that this option never specifies a larger amount than that x,üich is
actually available; if you ignore this warning Helios wil attempt to use
non-existent memory. The example entry shown above specificsthat thc
s)4stem has two megabytes of memory (using hexadecinal).

boott ink = I
on most transputer hardware the I/o processor is connecled to l[n& 0
of the root transputer, so Helios assumes that this will ahrays bc üG
case. If your hardware is different you should speci$ an alterneirc by
applyrng this entry.
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Here is an example host.con file:

host = SUI{
box = 8014
#site = Q

#box = relpte
#fmil,y_narc = AF_UllIX
#socket_narm = sitty
famity_narm = AF_INET
hydra_host = sp2stnl
connection_retries = 10

trssage_limit = 60000
hel ios_di rectory = ,/hom/sp?sh1./usert/he[ ios
system_inage = -/lib/rucleus
bootf i te = -/t ib/rüoot. i

togfi te = togbook
togging_destination : screen

#transputer-rgnory = Oxi 00000
boott ink = I
#rootJtrocessel = /00
#io_;crocessol = /stn

Server_rindors
#server_r i ndols_nopop
escape_seqtrerce =ku
sritch_foruards_key = kl
sritch_backrards_key = 11
#status-keY = ld
#debugger_key = kl
exit-key = kd
#reboot-key = kr
#refresh-key = kd

With this configuration file the Server would interact directly with a link
adapter rather than going via Hydra, and it would choose any free site. On a
dumb terminal the cursor keys would be used for escape sequences. The
other options are all standard.
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Chapter 3

Helios Version L.L

This chapter summarises some of the major additions and changes in Helios
version 1.1.

3.1Job Control in the Shell

When a command is executed in the background using the shell
metacharacter &, it is referred to as a job. Whenever the shell creates a job it
assigr* it a job number and a process identification number (process id). It
then displap these identifiers to the user in a line of the form:

[ <job number> ] <process _id>

A complete list of all the current jobs and their associated numbers are
maintained by the shell, and can be viewed with theJobs command.

When a job has been created there are two operations which the user can
perform on it: it can be brought to the foreground or it can be terminated.
For either operation you will need to know the job's name.

Job Name Description

Tocjob number> The job with the specified job number.
qdTo

%+
EG

The currentjob.
The curent job.
The previousjob.

Each of the character sequenoes shoum above can be supplied as an
argument to kiII or fg to terminate the specified job or bti"g it to the
foreground. The character sequenoes can also be entered ditectly into the
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shell, and will have the same effect as if they were supplied as arguments to
fg. Full details of kill and fg are given in Section 3.7, 'New Commands in
Helios 1.1'.

removes the job from its internal list OWhenever a job terminates, the shell
and displays a message of the form:

[ <job number> ] <uit _status > <command>

The sit status in this message takes one of three forms. If the command
terminatEd successfrrlly then the message is 'Done'. If the command exited
with a non-zero exit code, the message takes the form 'Exit n", where n is the
the argument which was passed to the exit function. If the command was
terminated by a signal, then the message describes that signal. For example,
if job number 1 terminates because of stack overflow, the shell displays:

tlI Stack Overfton fit?rog

3.2 Alias Server

There is a new server,lib/alias, which allows the user to assign an alias to a
directory name. The syntax for this server is as follows:

/helios/lib/alias <natne > < directory >

This command should always be run in the background, either by appending
the metacharacter & when entering the command into the shell, or by using
the run command in the startup file, iniüt. A q/pical application of this
command is

/hel,  ios/t  iblat ias etc /hel ios/etc &

which causes all future references to /etc to be interpreted as /helios/etc.
This feature is particularly useful for mapping the Helios directory structure
onto that of another operating system; makefiles and shell scripts can then be
ported with very little modification.
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33 Batch Server

The Batch Server provides a program scheduling service. It uses a job
description language to define the program which is to be executed remotely.
It allows the user to speci$ the time at which the program will be execute4
its environment, and the interval at which it should be rescheduled (if
required).

The sptax of the job description language is given here in BNF:

<batch _desciption 7 ;; = <j6b _desciption> <batch _desoiption>

<job _desciption > : : = TFnatne [aryumenß J' {' <ptznetos >' }'

<patameterE> .'.'= 'START <stott time> <ponneten>
'REPEAT <rcpeot_dclay> <Wometers>
'PAREN? <nante> <parüneteß>
'STATUS' <status> <porumeters>
'PRIORITY <pioity> <parameteß>
,SYSTEM' <parameters>
'ENWRON' <enw>; <parumeteß>
'OBIECTS' <objv>; <parumeters>
'STREAMS' <sttv>; <parcmeterf>

The parameters used in the job description are described below.

START

The START paremeter gives the time at which the job (task force) should be
started (start_time).If no start time is given" or it is specified as 0, then the
task force is started immediately. The format is

<staft_time> ::= [day]'![month]':'[yearJ':'[hour]'![minutesJ'![seconds]

O o r
dd:mm:yygnhh:mm:ss
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where dd is the day of the month, mm is the month of the year andlyyy is the
year. The time is given in 24-hour format by hh:mm:ss. For example,

26:1 1 :1989:10:00:00

specifies a time of 10am on the Zith November 1989.

If any of the time fields are replaced by a tilde ('-') then the start time given
is added to the current time. Thus -:-:-:2:.?n:00 will start the job 2 hours Z)
minutes from the job submit time. If any date field is substituted by .-' then
the current value is assumed. So if the current date is ?ß:lI:1989;10:00:(X),
then a start time of 28:-:-:-:-:- will run the job on the 28th November at
10:00.

REPE/IT

The REPEAT parameter specifies the delay between consecutive instances
of the job (repeu _delay).

< repe at _de Iry s ; ; = [ hour ]' :' I minutes ], :' I seconds J

Again, the the same format is used for the time (hh:mm..ss). If no repeat
delay is given then the task force is only executed once.

STATUS

The STATUS field gives the job status.

<status>

The default value of this field is 0, which means that the job is mortal and will
be deleted on error. If the value is 1 it means that the job is immortal and will
be automatically rescheduled on error. A value of 2 means the job wiü be
deleted immediately.

PRIORITY

The PRIORITY field is defined to allow priorities at some future date. It is
not currently used.
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<pioity> ::= number

SYSTEM

The SYSTEM parameter defines that the job is a system service and no
environment will be sent to the task force when it starts executing. Unless
this keyword is given" the job is a user job and is always sent an environment.

ENWRON

The ENVIRON keyword is used to specif an environment string to the task
force.

<enw> ::= narne <enw>

ONECTS

The OBJECTS keyword is used to spociff objects, which must exist, to the
task force to be run. These objects are also passed in the environment.

<objv> ::= objectJrane <objv>

STRMMS

The STREAMS keyword is used to speciff open streams which are to be
passed as the environment for a task force. Note that most C programs
rcqrire stdin, stdout and stden to be defined within their environment.

<stw> ::= streün_lame <stw>

TFnarne

TFname is the name of any executable task force (either an executable object
or a CDL object); however, the full contes of the task force object must be
given. Here is an example script to illustrate the job description language:

/hel.ios/tib/fastfi Ier -b -klcache/bin (
s tar t  10:9:1990:14:20:0
status I
strearB /rult /rut t /het ios,/error/f i lelog,.

) -
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/hel. ios/bin/garbage_cot tect (
repeat 1:0:0

:$li:" 
o*o.or* 

DEADBLGK,.

) 
system

Having created the job description file, you can submit it with the runb
system utility. For example,

runb testscript.jb

creates the job and then passes it to the Batch Server for the component
proglams to be executed as required. If the job descripion is sptactically
incorrect, runb will return with an error.

3.4 Fault Library

The Fault library is used to search a fault database for matching fault and
error codes. There are two ways of using ic via FaultO, which searches the
standard fault database n /hetios/etc/fa^t/fs; or via the routines fdbopenO,
fdbrewindO, fdbfindQ and fdbclose0. Templates for all these functions are
to be found nfault.h.

3.4.1Fault

The first argument to Fault is an error code. If the value is less than zero, it
is interpreted as a Helios error code. If the value is greater than zero, but less
than or equal to the highssl POS[)( error code, it is treated as a pOSIX error
code; otherwise, it is treated as a Helios function code. The second and third
arguments of this function are a message buffer and its size. The message is
added into this buffer as a null terminated string and wilt be truncated if it
does not fit.

34
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3.42l,ow Level Routines

The procedures described here allow a private fault database to be used to
generate messages The function fdbopcn attempts to open the named file as
a fault database and will return NULL on eror; fdbclosc closes a fault
database. As the fault database is only searched forwardg fdbrtn'lnd
repositions the search point at the start of the file.

The function fdblind searches the fault database for an entry. The second
parameter is the name of the fault class to be searched. The third parameter
contains the code to be searched for; only the bits of this value described in
the class entr/s mask field will be conpared. The remaining two parameters
describe a buffer; the nessage corresponding to the code will be
concatenated onto the end of the existing buffer contents, but only if the
remaining space in the buffer is large enough.

3.43 Fault Database Format

A fault database is an ASCil file organised in lines. Any line beginning with
"rp" is ignored. Numerical values may be given in decimal or in hexadecimal
(hex). Hex values must be preceded by'Of.A line beginning with a '!' is a
class description: the first field is the class nems, fhe second field is a mask
which indicates the bits that class occupieg and the optional third field gives
the C header prefi:c A class ends with a line containing just "!!'.

Within a class each line consists of a code name, a code value, and an
optional message string. If the message string is not present, then the code
name is used.
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3.5 Technical Changes

The Helios V1.1 kernel is faster than previous versions, particularly when it is
passing messages throrrgh a processor from one link to another. This kernel
also contains support for attaching routines to the Event line. Other kernel
features include a prooessor performance monitor and a port table garbage
collector.

The format of function codes has changed slbhtly to include a Retry held
which is used by the Processor Manager to maintain a confidence level
associated with each name in the name table. When this level drops below a
certain threshold the name is removed from the name tablg forcing a new
distributed search for it. This provides an erra level of recovery in the face of
processor and link crashes.

Module init routines are now called twice, once with a second argument of 0
and once with a second argument of 1 (this argument used to be undefined).

The arbitrary limit of Z) open files has been lifted in the POSIX library,; any
number are now allowed. However, the C library limit remains, largely as a
result of compatibility issues involved in the implementation.

The new Pipe Server provides bi-directional communication between
processes. A new seryer, /pipe,ß used to support this and should be used in
preference to /ftfo for inter-task communication. The shell and TFM now
we /piW by default. Pipes, unlike frfos, have no internal buffering:
communicating processes which are connected via the Pipe Server interacl
directly the only buffering available is that supplied by the runtime s,'stem.

When booted the kernel now ensures that it synchronises internally, and with
its parent, before continuing. For this rüßon Bootlink0 has been moved to
the system library, so any programs that call it should at least be re-linked.

The C compiler has been further optimised since the last release; in
particular, branch chains are now eliminated along with unreachable codc'
and some peep-hole optimisation is performed at code generation. The head
label of all loops is now aligned to a word boundary to make maximum usc of
the instruction fetch. All instances of mul have been converted to pno4 sincs
Helios makes no use of the error flag.
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The previous version of the C compiler used the wrong rounding modes for
the floating point conversion routines; this has now been fixed. The T800
floating point libraries are now correctly re-entrant, and the full set of
rounding modes are supported.

Open streams passed to a program in its environment (stdin, stdout, etc.) are
now not actually opened until first used. In doing this we have found that
program startup is now marginally faster than it was before.

3.6 Component Distribution Language

This section describes the enhancements that have been made to the
Component Distribution Language (CDL), for Helios 1.1. These changes are
designed to simpli$ the description of complex, multi-component task forces.
Compatibility with Helios 1.0 has been maintained as much as possible, the
only change which may cause problems is the introduction of a precedence
for parallel constructors.

3.6.1 Component Attribute Code

An additional attribute, 'code', is supported insids conp,onent declarations.
Code is used to introduce a filename which specifies the actual piece of code
to which the component refers. The effect of this is to remove the direct
association between the name of a component and the code that it executes;
for example, several components can now be defined each having different
resource reguirements and the same code. For compatibility with Helios 1.Q
if no 'code' attribute is specified the name of the code defaults to the name
of the component. For example, the following CDL script:

coflponent mlsthaveT4l4
t

code mygrog;
processor T414;
milbry 100000;

)

comonent m.sthaveT800
(

code nyprog;
processor T800,'

)
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mrsthaveT4l4 ^^ mrsthaveTS00 ̂^ rq4rrog

will execute three copies of 'myprog' in parallel. The lirst copy must execute
on a T414 with at least 100000 bytes of memory, the second on a T8(X), and
the third has no preference. Each component refers to the same code, which
the CDL compiler locates by using the PATH environment variable. Note
that memory requirements must be specified in decimal.

3.62 Subscripted Component Declarations

component declaration names can now be followed by one or more subscript
names. Each subscript name is separated from the next by a somma, and the
entire list is enclosed in square brackets. within the body of the declaration,
any stream name can include a list of subscrip expressions which refcrence
these subscript names. For example, the following component declaration:

corponent f i l , tert i l
(

code cat;
s t reans  < l  p ipe( i ) ,  > l  p ipe( i+ l ) ;

)

uses the subscript i. This name is used subsequently in two subscript
expressions within the body of the declaration; cach expression is evaluated
when the component is referenced. Whenever a component declaration is
referenced within a task force definition, subscript values can be provided
which are bound to the subscript names within the declaration. The aim of
this is to be able to declare a component which, depending on subscript
values it is referenced with, communicates on different streams. Many
structures, such as arrays, can be defined by declaring a single com1nnent
which has subscripted stream names. The structure is then dclined by
referencing this component with different subscript values.

Command names used with task force delinitions may now be follored by a
list of subscript values that are enclosed in braces and separated by commas
These subscripts may also be expressions, but for the purposas of thb
explanation they are assumed to be values. For example, the tasl forcc
definition:
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f i t ter(O)  ̂ ^ f i t ter( l )  ^^ f i t ter(2)

defines a task force which comprises three components Each component
refers to the component declaration for filtt (gircn aborc), but in each case
different subscript values are passed into the dcclaratin. The important
point is that stream nemes with different subscript vzlues refer to different
streams. Tfuis filter{0} reads from the stream Wc{0} and *ritc,s to the
strearn piry{I}, filter{I} reads fron strean ppe{I} and writes to strean
pipe{2}, and filter{2} reads from stream ppe{Z} and *rites to stream
pipe{3}'. As it stands the task force definition is incomplete becausc the
streampipe{O} has no oomlnnent writing to it and thc streampptf3l has no
component reading from it. For a task force to be completg each stream that
it uses must have one comlrcnent reading from it and one writing to it. A
complete task force definition might be as follo*rs:

cat >lpipet0) ̂^ cat <l pipe(Z) ̂^
f i t te r (0 )  ^^  f i t te r ( l )  ^^  f i l te r (2 )

which is a pipeline nade up of five cat commands.

3.6.3 Replicators

In the previous version of CDI replicators preceded constructors. For
example,

ts t3l I cat

is equivalent to

t s l c a t l c a t l c a t

thus replicating the constructor and its command three timqs. This
is still supported but Helios 1.1 also supports a new variation in which the
replicator ditecü follows the constructor. This new form of replication does
not define the constructor used to communicate with the preceding
construction. For example,

3-11



Helios Version 1.1 Helios for thc Sun

I t3l cat

is equivalent to

c a t l c a t l c a t

The first example in this section can therefore be written as:

ts  |  ( l t2 I  ca t )

This also affects the use of the interleave constructor (previously called the
farm constructor). The usual method of defining a farm co"Sruct,

controt t3l l l l  rorker

is still valid and is equivalent to:

contro[ <> tb 3 (<> lorker, <> Horkei, o rcrker)

The load balancer command lb, is inserted automatically by the CDL
compiler and is given the job of interleaving the input and output from
replications of workcr. The particular implementation of rb supplied in the
standard Helios Dln directory attempts to balance the workload on each of
the workers by way of a packet protocol; this can be overloaded as described
n The Helios operating system, Section 7.5. we are not concerned here with
the implementation details of lb, in fact we can ignore them altogether and
just think of the input and output of the workers as being interleaved.

The interleave constructor can also be used with the new syntax for
replicators. using the new slmtax, you would write the previous farm
construct as:

controt . t  ( l l l I3 l  rorker)

This is more flexible because you can now make use of an interleaw
construct as part of a pipeline. For instance,
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controt_in | (l l l t3I Horker) | controt_ort

defines a structure which looks like:

l|

T

I
I

I
I

I
I
I
I
Ic-in I

I

I
t l

t t l l- - - - ' l  r  l ' - " '
t l

Notq Currently, the interleave constructor cannot be used as a binary
operator but must always be used in conjunction with a replicator.

3.6.4 Multi-Dimensioned Replication

Whereas Helios 1.0 only allowed a single count within replicators, Helios 1.1
allows multi-dimensioned replication by accepting and interpreting a list of
counts, separated by commas. For example,

^^[2,3! node

is equivalent to

node ^^ node ^^ node ^^ node ^^ node ^^ node

The use of multi-di-ensioned replicators will become apparent in the netr
section.
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Nots Multi-dimensioned replication of pipes and subordinates does not
produce a multi-dimensioned structure, but rather a one-dimensional
p@line or bi-directional pipeline just as if a single-dimensioned replicator
was used. This may change in a future version and for this reason we
recommend that multi-dimensioned replicators are only used with the simple
parallel and interleave constructors. This should not present a problem as all
structures should be achievable with a full component declaration.

3.6.5Iteration Names

An iteration namo may be associated with each dimension of a replicator.
The replicated construction may contain command name subscript
orpressions and streem name subscript expressions involving these iteration
names. when the replication is expandd each successive replication is
passed values for the iteration name from 0 to one less than the number of
replications. The syntax for introducing iteration names is to precede the
replication linit by the name followed by a .<' symbol. For example,

I  I i<31  f i  t te r ( i )

is equivalent to the task force

f i t te r (O)  |  f i l . te r ( l )  |  f i t te rG)

Thus the earlier example can now be written:

cat >l  pipe(0)  ̂^ ( l f i .31 I t t ter( i ))  ^^ cat <l  pipee)

The scope of each iteration name is the entire construction being replicated.
Since these constructions may contain further replication this scope may
contain 'holes'where the seme iteration name is redefined. A reference ro an
iteration name obtains the value of the most closely nested one of that name.
The scope rules are similar to the scope rules of variables in a
block-structured language. For example,
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^ ^ [ i < 2 ,  j < 2 1  ( a ( i ,  j ]  ^ ^  
l l i < 3 1  b ( i ,  j ] )

is equivalent to

(a(0,0) ^^ bt0,0)
(a (0 ,1 )  ̂ ^  b (0 ,1 )
(a(1,0)  ̂ ^  b(0,0)
(a(1,1)  ̂ ^  b{0,1}

bfi,0)
b ( 1 , 1 )
b(1,0)
b t1 ,1 )

x2,0)) ^^
x2,1)) ^^
x2,0)) ^^
btz,1))

The 'i' and I' used with the 'a' component refer to the iteration names
defined in the first replicator, as does the'j'used with the'b'component. The
'i' used with the 'b' refers to the'i' defiaed in the second replicator.

The value of an expression involving iteration nrmes can be passed as an
argument to a component. The expression is placed in the list of arguments
to the component in the task force definition and is distinguished fron a
normal argument by preceding itby aVo character. For example,

^^t i<31 node(i) I i+l

O is equivalent to

node(0) I ^^ node(l) 2 ^^ node(Z) 3

Nots Whereas streem name subscript er?ressions are used to form complete
stream names, command name subscript expressions, once used to expand
the referenced component declaration, are of no further significance.

3.6.6 Precedence of Constructors

In Helios 1.1 each constructor has a unique precedence, as opposed to the
common precedence of all constructors in Helios 1.0. The constructors have
the following order of precedence, in ascendi'g order from left to right:

A A  l l l  |  . '

For example,
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a < > b l c

is equivalent to

( a o b ) l c

rather than

a o ( b l c )

(note the use of parentheses to override the precedence) and

a < > b l c ^ ^ d l e

is equivalent to

( ( a < > b ) l c ) ^ ^ ( d l e )

This affects the way in which streams are allocated and the configuration of
the resulting task force.

3.6.7 Automatic Allocation of Streams

The rules covering the automatic allocation of streams to task forces are
given below.

A simple parallel constructor, ^^, defines no gommunication between its
operands.

A pipe constructor, l, defines a singls communication between its operands.
In general, for the task force

A I B

file descriptor 1 of A is connected to the file descriptor 0 of B. Note that in
this and in subsequent examples, A and B may themselves be task forces.
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A subordinate constructor, ( ), defines a pair of communications between
its operands. For example, in

A < > B

file descriptor 1 of B is connected to the first auxiliary input of A (this is
defined to correspond to file descriptor 4 at the POSI)K level), and the first
auxiliary output of A (POSX file descriptor 5) is connected to the file
descriptor 0 of B.

The order of allocation of streams for a task force is defined by the
precedence of the constructors. Thus for

a l b < > c

first the streams for the subordinate constructor are allocated and then the
streams for the pipe constructor. Streams for constructors of the same
precedence are allocated from left to right.

Once a file descriptor of a component has been overloaded it becomes a
hidden internal stream and cannot subsequently be overloaded. So, for the
previous example, file descriptor 0 of component 'c' is initially overloaded by
the allocation of streams for the subordinate constructor and consequently is
not further overloaded by allocation of streams for the pipe constructor. The
example produces a structure that looks like:

t17
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c

0 1

^ l
t l
l v" ,i 'i,"'

where each box represents a component; a line connecting two boxes
represents a stream, with the arrow giving is direction and the number
representing the frle descriptor.

stream allocation within an auxiliary list is a speciat case, because each of the
constructors within the list has the sane left hand operand as in the
following example.

master (<> stavel, I  stave2, <> stave3)

In this case, both subordinate constructors and the pipe constructor have the
same left operand 'master'. Each such constructor in an auxiliarv list uses
successive auxiliary streams of its common component, with the pioviso that
they are allocated in pairs. Remember thai the first auxiliarv srream
corresponds to PosD( file descriptor 4. An input is allocated on an
even-numbered file descriptor and an output on an odd-numbered file
descriptor. so, in this example, 'master' communicates with .slavel, on file
descriptors 4 and 5, 'slave2' on file descriptor 7, and .slave3' on g and 9.

3.6.8 Subscript Expressions

subscript expressions are vritten in standard arithmetic format and may
contain integers, subscript names, binary operands, unary operands, ail
parentheses. The binary operands that are supported here are asfo[o*s:
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+ addition
- subtraction
* multiplication
Vo remilnder

+ and - are also supported as unary operands'

3.6.9 CDL Compiler

In addition to supporting the enhancenents described in this document, the
latest version of the CDL compiler has a few new features, whici are
outlined here.

As mentioned earlier, the latest compiler validates the use of streams. Every
stre2rn used by a task force must have one reader and one writer and any
other combination will result in a compilation error.

O 3.6.10 cDL scripts

This section contains some example CDL scripts. In each we are not
interested in the details of the application code but merely in how to generate
the correct structure in terms of components and connecting streams.

In this first example, we wish to define a task force consisting of 10
components, where each component is a filter, reading on file descriptor 0
and writing on file descriptor 1. We require these streams to be connected to
form a 'ring' of components. To achieve this we first declare the following
component:

component nodetil
(

streams <l pipe( i) ,  >l  pipe(( i+l) l to);
)

The actual task force definition simply consists of a replicated structure of 10
invocations of 'node' running in parallel.
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^^t i<101 node(i)

For our second example, we wish to generate a two-dimensional matrix of
components, where each component has two inputs and two outputs. A
diagra- is the easiest way to show what we require.

I
d(0,0)

Y

I
d(0 ,1)

Y

I
d(0,2)

v

I
d( l ,0 )

v

I
d(2,0)

Y
d(2 ,1)

v

I
d(2,2,

v

-"(2,0)-'l m(2,0) 
l-"*,o-'l 

m(2,1) 
l-".r,r-'l 

,lrz,zt-a (2 ,3 ) ->

I
d(3,0)

v

I
d(3 ,1)

v

I
d(3,2)

v

sensible subscript values for components and stream names is vital in
defining a complex task force; it enables the stream name subscripts of an
expression to be e4pressed in terms of the subscript values of the component.
This is exactly what we have done in the following component declaration:

coflporent rutt t i , j l
(

streans <l  across( i , j ) ,  >l  across( i , j+11,
<l  dom( i , j ) ,  > l  dom( i+ l , j ) t

)

Here 'mult' refers to the 'm' in our diagram, 'across, to .a', and .down'to.d'.
The task force definition replicates this component, passing the required
subscript values, and looks like:
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^^[ i<3, j<51 rutt t i , j ]

Note This example does not define a conplete task force.

-
3.6.11 New CDL Syntax

This section gives an updated formal definition of the CDL slmtar

<script>

<declaration>

<attr ibute>

<PtlDe>

<attr ibt ist>

<attr ib>

<streamt ist>

<streafiP

qpde>

<taskforce>

<interleave>

<pipel ine>

<subordinate>

<coilnand>

: := ( <declaration ) <taskforce>

::= rcottponent' <ngtt> <stö-nms>
r ( ,  (  <a t t r ibu te> [ r ' ' l  ]  r ] '

::= rcodet <ndtF>

| 
,processor, <ptl4c>

I .pr.rid, <ndrE>

I  r a t t f i b r < a t t r i b t i s t >

I rrnnory' <size>

I rstreans' <strcsntist>

:::  rT414' |  ' t800' I  
tAt lY'

: :=  <a t t r ib>  (  [ r r r l  <a t t r iD  ]

::= <na11p> [ r[, <rt^rtüer> rl, I

: := <streaflP ( [r , ' l  <streai lP ]

::= <rnode> <nanp> [ <sLÖ-exprs> I

: : =  r < ,  |  . r ,  |  . > > ,  |  
, > 1 ,  I  r < 1 ,

::= <interleave> ( r^^, <interleave> )
I r^^t <repl icator> <interleave>

| <repl,icator> <construction>

; ;=  <p ipe t ine>

|  . l  I  l '  < rep t ica tor>  <p ipe t ine>

| <repticator> <construction>

::= <Sr$ordinate> ( r l t  <srJbordinate> )
|  ,1, <repticator> <sr$ordinate>

| <repticator> <construction>

::= <cormand> ( r<>, <ccrmand> )
I t.t' <rePticator> <comnand>

| <repl.icator> <construction>

::= <sirpte cnd> [ <auxl ist> I
|  

' ( '  < task force> r ) '  [  <aux t is t>  I
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<construction> : := t^^, <interteave>

|  . l l l ,  < p i p e t i n e >
| . l, <stbordinate>

I t<>' <ccnnand>

<auxt is t>  : :=  r ( ,  <aux> (  , , ,  <aux> 1  .1 ,

<aux> ::= .  l ,  <taskforce>

| ,  l<, <taskforce>

I t" '  <taskforce>

, 
<sinpte ord> ::= <natlE> [ <srö-exprs> I

( ( < a r g > l < s t r e D ) )

< m d e >  : : =  . ( ,  |  . r ,  
I  r > > ,  

I  r < 1 ,  
I  r > 1 ,

<stb-naps> ::= [ <ngF>, ( <nrrn> ] I

<stö-exprs> !!= r(, <stÖ-eXpr> ( <stÖ-CXpr"> ) r),

<suü-expr> ::= <t rary-expr> ( <binary-opr <stö-expr> )

<unary-expr> ::= <rulter>

| <nm>
| <urary-op <stö-expr>

<b inary -op  : :=  r * '  
|  ,1 ,  

I  r+ ,  I  r - ,

<UnarY-OP> ;;= r+r 
I  r ' r

<repl icator> ::= r[ ,  <dircnsiOp ( ,  <dimnsiorp ] . l  ,

<dilension> ::= [ <name> r<r I <il1üer>

<name> ::= sequence of printabte characters

<nrhr> ::= secsJence of decimat digits

3.7 New Commands in Helios 1.1

This section provides a detailed description of the commands: boof g dilnk,
elink, fg, kill, lbpcat, lcontrol, map, netversn, reset, mn, ntnb, starlns, and
tcp.
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boot

Purpose: To boot the given subnetwork.

Format: boot <subnet narne>

Description:

boot first resets the subnetwork subnet nane (thß may just be a single
processor), enabling the Network Server-to boot it. This command wilt not
return until the whole subnetwork is booted. For example,

boot /net/ctustera

boots the subnetwork /net/clustera.

Note: There is a 60 second timeout on this command, so boot may return
with a timseul error when booting very large subnetworks, although the
subnetwork will still be booted.
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c

Purpose: To compile and link a program.

Format: c [optsJ <ftlename> [<filenante> ...J

Description:

The compiler driver c is used to compile and link a program. It take.s a list of
files and decides what to do with them according to their sufür The filename
suffixes that are supported by the compiler driver are as follows:

Suftix Meaning

.a Macro assembly language (AMPP source)
C language
FORTRAN language
Object file format
Assembly language

If no other arguments are given" the program compiles the prograns for the
languages specified as .c or .f, assembles any .s files and then links all the
resulti"g binaries, along with any supplied .o frlal into an executable
program called a.out. A large number of options can be used to alter the
behaviour of the program, as follows:

.c

.f

.o

.s

Option

-b
-c
-d<narne>
-el617,
-h<val>
-j
-l<natne>

-m

Action

Don't link with standard libraries (fplib andfpclib).
Compile/Assemble only, don't link.
Specify output file name forlibtary.def compilations.
Enforce FORTRAN standard.
Spectfy heap size of program.
Join objects but don't link.
Link with standard library <norne>
(/he lio s /ib / < narne > lib. dcfl .
Compile code for libraries.

3-24



Helios for the Sun Helios Version 1.1

Option Action

-n
-ncstring>
-o <narfte>
-p
-qcstring>
-scval>
-t
-v
-w[acdfpsrzl
-A<flag>
-B

-c
-Dcnane>
-D<nune> = lval)

-Ftfghmsvl

-I<dir>

-L<nane>

-l*d<narne>
-o
-s

-V
-r[418]
-W<val>
-X<val>
-help

Don't actually execute commands (implies -v).
Specf object nams of program.
Specü output name (default r.o or'a.out')
Compile code for profiling.
Enable compiler debugging features.
Speciff stack size of program.
Compile code for tracing.
Verify command being executed.
Suppress warnings.
Pass </ag> direct to linker.
Do not link with any libraries. Do not perform
objed.
Perform array bound checking (FZ7).
#define <nante> (C)
#defne <nanß> to be <val> (default <val> is
1) (c).
Enable compiler features ('s' turns off stack
checking and 'g' suppresses insertion of function
names in code) (C).
Specrfy a directory to be searched for #include
files.
Link with standard library <name>
(/helios /ib / < none >. dcfl .
Produce map file <name> (Yf7).
Optimise code; perform full link.
Produce te:rtual assembler output in *.s; don't
link.
Pass on verbose flag to executed commands.
Speciff Transputer t1pe.
Speci$ warning level (F77).
Specrfy cross reference width (F77).
List this message.
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dlink

Purpose: To disable the given link.

Format: dtink <subnet name> <Iink number>

Description:

dlink disables the given link and sets it into dumb modc; for example:

dL ink /net/clustera/o4 I
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elink

O Purpose: To enable the given link.

Format: elink <subnet narne> <link number>

Description:

elink is the opposite to dlink it enables the given link. This will set tbe link
into intelligent mode and attempt to enable it:

el,ink /net/clustera/04 I
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fg

Purpose: To bring a job to the foreground.

Format: fg [<job nane>J

Description:

This shell command b.i"gs the specified job, jobSone, to the foreground. If
no argument is supplied fg uses the current job. The foüowing character
sequences can be supplied as argumentq and have the meanings shown:

Job Name Description

Tocjob number> Thejobwiththespecinedjobnumber.
VoVo
VoI
7e

The currentjob.
The currentjob.
The previousjob.
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kill

Purpose: To terminate the specified jö.

Format: kiII <job natne> | <pocessid>

Ilescription:

This shell command is used to terminate the specified job; the job can be
identified by either its job name or its process identification number. The
following character sequenses can be supplied as arguments, and have the
6ganings shown:

Job Name Descripdon

Vocjob number> The job with job numberlbb_number.
E&o
Vot
qG

The current job.
The currentjob.
The previousjob.
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lbpcat

Purpose: To echo load balancer packets.

Format: <component> [n]lll lbWot

Description:

lbpcat is a simple utility that just echoes load balancer packets. It can be used
as a test worker-task which simply echoes all packcts it is sent. For example,

controtter t20l l l  I tbpcat

tests that the controller and load balancer are creating and routi.g packets
correctly.
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lcontrol

O Purpose:To convert stream mode to line mode.

Format: <component> lcontrol <> h....

Description:

The lcontrol utility is a simple front end for the Helios load bdancer. As
described tn The Helios Operating System, Section 75, the load balancer uses
a specific packet protocol for all communication with a control pr(rcess.
Because you ean qfuange the protocol of the streams that connect the load
balancer to the worker tasks into line mode, so that you can use standard text
processing utilities as worker prooesses, you need to be able to convert a
stream in line mode to a packet stream for input to the load balancer;
lcontrol enables you to do this. So, to create a distributed concatenator, you
could give:

cat <fitename> | tcontrot t4lll l tnycat

In this exanple, lcontrol is used only to set the load balancer into line mode
and to p:rss on the lines output by the controlling cat.
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map

Purpose: To display activity in a Helios node.

Format: map

Description:

The map command displays a help page, listing valid commands and a
summary of the map format. Each of these commands is selected by a single
key press, as shown below:

Key

q Q E S C
h H

+
any other kq

Action

Terminate map.
Display help page.
Halve sample rate.
Double sample rate.
Resize display and redraw.

The map consists of four fields. The top row displays the total amount of
memory which has been allocated, the amount which is free, and the number
of bytes which each character in the map represents. Along the right hand
side of the display is a table showing a list of active tasks and a letter which
has been assigned to that task; these letters are then used in the main map to
represent each of the tasks. The main map occupies the centre of thc screen;
this shows the allocation of system heap. Each character in the map
represents a number of bytes which is specified in the top row of the display.
Character positions which are occupied by '.' represent free memory '#'

represents memory which has been allocated to the system, and '@' and '?'

are used to represent unidentified allocations. All letters which appear in the
map show the amount of memory which has been allocated to a task, and
digits represent shared libraries. At the bottom of the display is a graph
showing the current prooessor load; the horizontal bar at the end of the
graph marks the maximum load, and'='shows the current loading.
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netversn

O Purpose: To provide licencing details for the given Network Server.

Format: netversn <subnet narne>

Description:

netversn gives licencing information about the Network Server specified as
subnet name. It displays the information about the tlpe of licence which was
issued (Single Machine or Network), the distributor's identification code, and
the seler's serial number.
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reset

Purpose: To reset the given subnetwork.

Format: reset <subnet name>

Description:

reset resets the given subnetwork. The main restriction to the application of
the reset command is that it must not be used to resct the whole subnenrork"
as this would destroy the root Network Server and put the network into an
unrecoverable state. If you wish to reset the whole networ\ you should
re-boot Helios.
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O Pur;rcse: To run a command in its ovmwindow.

Format: run <command>

Description:

The run command creates a window, executes the specified command" and
closes the window when the command terminates. The specified command is
located by the path environment variable.
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runb

Purpose: To submit a job description to the Batch Server.

Format: runb <file>

Description:

The nrnb command submits the specified job description file, file, to the
Batch Server, and then returns to the caller. A full descripion of the file's
$mtax is given in Section 3.3, "Batch Server".
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startns

Purpose: To start a local Network Server.

Forurat: stortns [options] <subnet none>

Description:

starlns is used to startup a local Network Server. This command can be
entered into the shell, or used in the startup Flle, inifrc. The options are
passed to the Network Server and are as shown below:

Option

-t

-nr
-nt
-nb

Action

Reset everything.
No reset; on booti"g do not attempt automatic reset.
Do not create Task Force Manager for this network.
Do not boot this network.

The above options may also be combined; for example, -nmt specifies that

the network is not to be reset and that no Task Force Manager is to be

created (a Task Force Manager is created by default)'
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tcp

Purpose: To copy files, converting CR/LF to LF.

Format: tcp <filename> <filmome>
tcp <filenarne> [ <ftIenone> ] ..- <dir>

Description:

tcp copies one or more te$ files. It is similar to cp, except that when tcp

-pi"r " file it also 6anslates CR^-F to LF (that is, carriage return/inefeed
to linefeed). This translation is necessary uÄen 1ou copy tetr files from an

er6ernal filing system such as MS-DOS, cthich stores end of line as CR/LF"
into an internal filing system such as the Helios filing qntem or RAM disc,
which uses just LF. See The Hetios Opeming System manual for details on
xlatecr.
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3.8 Network Support

O 
In order to run networked Heliog you will need to have two different copies
of Helios booted from two separate hosts. Each host should be responsible
for one subnetwork; at the minimum rhis meens one transputer each. The
resource maps used in both machines nust correspond to the $rbnetwork to
be booted by the Netrrork Server in that subnetwork and must be given a
unique subnet name. Any program requested to be run by the TFM within
either subnetwork will not use any processor in the other subnetwork.

Each subnet description must describe any extemal links; these are the links
which are used to cross connect the two subnetworks. External links are
identified by number, normally starting at 0. The syntax used is that, instead
of speci$ing a terminal component n"*e such as -01, you must speciS
ext/n/ where n is the external link number. Each end of the external link
must be define{ one end in each subnetwork. An example should help clari$
this.

srbnet /CtusterA {
COITROL Rst_Ant t/CtusterA/00l ;

terminal 00 ( -I0, extt0l ,  t i

ffifft Rst-AnL rirn-ra-M.dl ;
pt}pe T414,' )

t e r m i n a l  l O ( ;  l 0 ; ]
)

Here the first subnet ClusterA has one trensputer. Link 1 is designated the
initial external link. This resource map is compiled and a Network Server
started in order to boot this and run the associated TFM. In this case, the
Network Server should be started by startns; for example,

startns /het i os/etc/c tusterA.map

The following example defines the map for ClusterB, which shows the
external link connected to link 3 of the single transputer in this subnet. The
other copy of Helios should be booted and run with the map provided for the
Network Server and TFM. Once again, the Network Server should be started
by startns.
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subnet /CtusterB (
CONTROL Rst_Ant t/CtusterB,/ool;

t e r m i n a t  0 0  (  - I o , , ,  e x t [ 0 ] ;
HELIOS,-
l4node Rst_An[ tim_ra_b4.dl;
ptype 1414; )

t e r m i n a t l 0 ( t l 0 ; )
)

In order to cause the network to becone connectd a further version of the
Network Server must be run in one trensputer somewhere on the network.
This must be started by startnet; the optional flags, -nf, should be used if
users do not wish to share processors. This network-wide Network Server
must be provided with a network map, which identifies the ways in which the
subnetworks are interconnected via the e*ernal linls. In our simple example,
the map to be used would look as follocß:

suünet /llet t
subnet Ctuster^ ( /xet/CtusterB; HELIOS;
sLünet Ctuster8 ( /Iet/CtusterA; llELlOS;

)

The initial external link is used as the first item in the erernal connection
list. Any further external links could be added as subsequent items, with each I
item in the list separated by a comma. The subnetwork addresses in the link It
definitions must include the full pathname of the target subnetwork; '-' is
not valid at this level.

3.8.1Control System

The network control system is provided by a distributed Helios server called
the Network Server (NS). This service is responsible for booting the network
and for its subsequent control. The network must first be defined by the use
of a text file called a nesounoe map; the format of which is descriibed n The
Helios Operating System (Prentice Hall, 1989). The resource map is read by
the NS at system boot time and is used to boot the defined network. Once the
network is booted, the NS automatically installs the Task Force Man.ger
hierarchy which enables the automatic allocation of programs (task fores) to
processors.

The network control commands provide a simple command line interface to O

a resident library called the Network Control Library @et_ctr{). This is a
library of routines which send requests direct to the relevant NS to perform
the control functions. For example, the processor /net/machinel/M canbe
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reset by the following command line:

reset /net/m6chinel/04

Assuming that your hardware supports individual reset, the rcset command
calls the function RßsctQ in net_ctl, which sends a reset request to the
Network Server responsible for this prmessor (/net/machinel/ns). Similarly,
it is possible to reset a cüole subnetwork. For exanple,

reset /netlmachinel

wi[ if possible, reset all the processors in subnetwork /net/machinel.

3.82 Network Commands

This section describes the set of network control comnands distributed with
the network toolkit. These commands are exclusive to the networking Helios
slatem and provide a command line interface to the network controt s)rstem.
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clnames

Purpose: To clear all the name tables in a subnetwork.

Format: clnatnes <subnet narne>

Description:

clnames clears all the name tables in the given subnetwork. Helios provides a
distributed name service, with each processor maintaining its own table of
object addresses (see The Helios Operuting Systür, Section 15.2). It is
desirable to flush these name tables under certain circumstances in order to
force a new search for a given object. Entries ia 1f,s nams table for objecfs
local to the processor (for exanple, a local server) are not removed.

Example:

ctnams /net/ctustera
c I names /net./c I ustera/04
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connect

Pu4lose To connect two subnetworks.

Format: connect <subnet A notne> <subnet B none>

Description:

connect connects two subnetworks. It must be possible to access the Network
Server (NS) responsible for <subne't A nome> from the pr(x€ssor on which
this request is issued. So the request

coil|ect /net/clustera /net/ctusterb

will not succeed if initiated from subnetwork /na/clusteft, but the following
should work:

coffEct /net,/clusterb /r€t/ctustera
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cupdate

Purpose: To update a network context.

Format: cupdate <subnet narne>

Description:

cupdate updates the network context of the given network. This command is
used to update a partial network context to the full network conteld, and may
be used when re-connesling errant subnetworks. For example,

cLpdate /clustera,/net,/clustera

will update the network address (contetr) of every processor in the subnet
clustera, and update the context of the required Network Servers and Task
Force Managers.
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dconnect

O Purpose: To disconnect two subnetworks.

Format: dconnect <subnet A natne> <subnet B none>

Description:

dconnect disconnects two subnetworks. For exanple:

dcornect /net/ctustera /net/ctusterb
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lrecon

Purpose: To reconligure local processor link status.

Format: Irecon
<linlc0 mode> <linkL mode> <link2 rnode> <link3 modc>

Description:

The lrccon utility does not use the network control library at all. It cdls the
kernel directly to change the state of the local processor links, using the
kernel Reconligurc. It is useful for changing link modes from the command
line. For example,

lrecon 2112

will disable linls 1 and 2.

Note: </lnk mode> = 1 or 2 ( durnb or intelligent).
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lstatus

Purpose: To return the status of a network link.

Format: lstatus <subnet norne> <link number>

Description:

lstatus returns the status of the given network link. The status is returned in
the format of the LinkConf structure (see linkh mdconfig.h). The State and
Mode are most useful as these define the current status of the link. For
exarnple,

lstatus /rct/clustera/o4 0

will return the status of this phpical link.
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native

Purpose: To return a subnetwork to the native state.

FOfmat: native <subnet name>

Description:

native reverts the given subnetwork to the native state. This invohrcs
terminating the network control servers (NS and TFlvf) in this subnetwork
and resetting the member processors. It is not possible to revert the whole
network to native in this way (see booQ. This will also disable any links which
disconnect this subnetwork (that is, any links which connect this subnetwork
to the still active outside world). For example:

native /net/ctustera

Warning: native should be used with care as it will kill atty programs running
in the target subnetwork. It does not currently terminate user programs.
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sfnc

To update the sptem function entry in the NS and TFM
database.

Format: slnc <subnet nanre> <system-function>

Description:

The sfnc command updates the slntem function entry in the distributed
database of the NS and TFM. The system function defines what a
subnetwork may be used for. Only processors with the function HELIOS will
be considered for running user programs. If you wish to prohibit further
placement of programs in a particular processor, you can hvsfts this
command with the SYSTEM function:

Option Descr'lption

NATTVE = 1

HELIOS = 2

I O = 3

SYSTEM = 4

Example:

sfrc /net/ctustera/O3 4

(You should use the natlve command not this
option)

This is a HELIOS subnetwork; can load user
programs

This is an IO Subnetwork

This is a SYSTEM subnetwork; cannot load user
prqgrams

O purpose:

y9
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smemory

Purpose: To update the memory entry in the NS and TFM database.

Format: smemory <subnet name> <memory_size>

Description:

The smemory command updates the memory entry in the distributed
database of the NS and TFM. The memory field defines the total amount of
memory available in the given subnetwodg <subnet nonre>, (that ig
<memory_sizt> = new memory size for the subnetwork in bytes), and is
used in the mapping of task forces, where memory requirements have been
specified in the CDL definition. For example:

snemory /net/clustera 2000000
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sp6?e

Purpose: To update the processor t'"es in the NS and TFM database.

Format: sptype <subnet nane> <ptwessor type>
<numberltrocesson>

Description:

The sptyac command updates the processor tlpes entry in the distributed
database of the NS and TFM. The processor tpes field defines the total
number of processors of each type in the given subnetwork.

Notq <processor_W> = 2 or 3 or 4 (T414, T800 or 68000);
<numberltrocesson> = number of processors of given t1pe.
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sstatus

Purpose: To return the Network Server status for a subnetwork.

Format: sstatus <subnet name>

Description:

sstatus returns the internal NS state for the given subnetwork; it is really only
of any use when trying to determine why a subnetwork has not been booted
Valid Network Server states include:

Stat€ Descripdon

ACTIVE = 1

PENDING = 2

The subnetwork is active (fullybooted)

The subnetwork is changing to ACTIVE (partially
booted)

UNKNOWN = 8 State unknown (sti[ trying to determine state)

UPDATE = 16 The NS is updatiog its database
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startnet

Purpose: To start up a network-wide Network Server.

Format: startnet [options] <map none>

Description:

The startnet command starts up a network-wide Network Server. It should
be used after startns has been used to start up the local Network Servers.
Valid options for the Network Server are as follocß:

Option

-r

-nr

-nt

Action

Reset everything.

Do not attempt automatic reset on booting (set by
default).

Do not create Task Force Manager for this
network.

-nb Do not boot this network.

The above arguments may also be combined; for example, -nrnf specifies that
the network is not to be reset and that no TFM is to be created.

By speci$ing the option nf, you can share the available processors with other
users. In general, this is inadvisable as there is orrrently nothing to stop a
user from resetting another user's pro@ssor.
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3.9 The Session Manager

The Session Manager (SM) is a system service responsible for creating user
sessions and for restricting the total number of active sessions in a Helios
system. It reads in the standard Helios password file, etc/passwd, and
generates an internal database of users, ,/sm/userdata. The list of potential
users can thus be read from the SM by opening the directory /sm/userdata
and then lading it. Although the SM does not currently support the reading
of the userdata entries themselves, future versions will "1en, this.

The SM services requests to create a session. When the SM is requested to
create a session it expects to be given an initialised Sessionlnfo data structure
rvhich identifies the user. Having validated the user name and password, the
SM creates a session entry and returns the created session; this represents a
single user's initialised session data. Several Open requests may then be
made to create session environmentg each one generating a RequestEnv
request to produce the environment. The resulting environment, which is
created for each session, includes the root progrem name (usually a shell),
the user's home directory the user's console and keyboard streams, and
other attributes. A record of each active session is maintained in the directory

A list of the users who are currently logged into the Helios
network can then be obtained by listing the contents of this directory.

The interface to the SM is usually provided by a login worker process called
smlogin. This is equivalent to the basic login program but it uses the SM to
veri$ the usern4me and password and to create the login shell environment
as described above.

The password file may be updated to change the parameters or the number
of valid users. In the present implementation it is not possible for users to
chrnge their own passwords; to do this, the system administrator must
change the password file directly.

Userllame : Passrd : G I D : U I D : Coment : HoilEO i rectory: Rootprogrsn largsl

GID = croup Id
UID =  User  Id
CcrtrEnt = a text conrnent (usuatty futt nalne of user)
HcrrDirectory = the users hcnp directory
RootProgri l  = the root program (usuatty /hetios/bin/shelt)

o

a
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The smlogin utility is a login service. It displap the login prompt, creates a
session (withi" the Session Manager), and sets up a login shell. When the
login shell is exited" smlogin will re-display the login prompt to allow another
user to log in. smlogin will also allow a user to log in through a remote
console if it is provided with the stream which will be opened for the login
console. For example, to log in through a remote Window Sewer, you could
type something like this:

smtogin -d ltrdl00lrindon/tty2 &

which would create a login worker for the stream /fred/00/window/tty2.

3.1.0 New Functions

The following functions have been added in to Helios 1.1:

word'InitProcess(word *stacle, VoidFnPtr entry, VoidFnPtr qil word *display,

wordnarys);
InitProcess initialises a process for execution. Stack points to the top
of the memory to be used as the stacl*, entry is the code to be
executed in the process and qit the return address for crüen this
returns. Display points to the initialised display passed to the initial
call. Narys is the number of bytes of argunents to be passed in. The
stack is initialised accordi'g to the standard caling conventions and
a pointer returned to the space left for the arguments.

void StattProcess(word *p, word pi);
StartProcess starts a process initialised by Inithocess at the given
priority.

void S topProees s (void ) ;
StopProcess halts the current prooess.

word GetPortlnfo(Port po\ Portlnfo \nfo);
GetPortlnfo fills the provided Portlnfo structure with information
about the port.
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void FreeMemStop (void *mem) ;
FreeMemStop frees the memory block and halts the curient process.
This function is used to allow the stack on which the current process
is executing to be released without it being re-allocated before the
process has a chance to stop itself.

void S ignal S top ( S emaphore * sem ) ;
SigrralStop signals the semaphore and halts the current process.
Like FreeMemStop, this function is used to prevent problems in
memory allocation.

word Conftgtue ( LinkConf newconf) ;
This function is used to re-configure a single processor link.
ConflgureO should be used instead of ReconligureO.

Stream'PseudoStrearn(Object *object, word mode ) ;
PseudoStream manufactures a stream of Type_Pseudo to the given
object. Unlike normal streams this will not be opened. It may be
used wherever a normal stream can be used, and will be opened
automatically if necessary.

3.LL Changed Functions

The following function, which exists in Helios 1.0, has changed in
specification in Helios 1.1:

PUBLIC word GetEnv(Port port, Environ *env);

The Port argument has been added to GetEnv, to allow
environments to be passed to any port.
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3.12 Extended Functions

The specification of the following function has been extended in Helios 1.1:

void *Malloc (word sizc ) ;
if size = -3 result is total size of heap.

u57



Index

" 3.16
^^ constructor 3.15
I constructor 3.15, 3.16
| | | constructor3.lS
< 3.14
< > construc.tor 3.15,3.17
- (tilde) 3.4
t 3.7
ll3.7
# 1,6,25,3.7
0x3.7
Vo3.1,3.15
Vol (termeap)2.6
@7 (tetmcap)2.6
&8 (termcap) 2.6
&3.1 ,3 .2
/alias - see also Alias Senler 3,2
/bin 1.2 - see also /hetiospin
/etc 1.2 - xe also /helios/etc
/etc/hosts 15
/etc/sewices 1.5

- see also Sptem configuration Frle
/fifo 3.8
lfiles2.7
/helios2.7
/helios/etc 2.8
/helios/etc/initrc 2.8
/helios/lib 1.6
/helic/lib/init 1.6
/helios/lib/win dwt 2.2
/iacfude 1.2
llib 1.2 - see also /helios/lib
/ logger L.6, 1.7, 2.8, 2.9

auto 1.6
Automatic allocation of strcams 3.16
Auxiliary

- list str€an allocation 3.18
- strcams 3.18

Availablc mcmory350

Batch Senrcr 1.6, 1.8,33,3.6,
3.36 - scc also nrnb

Bcll scqucncc 2.7
bin 3.12
bl (tcrmcap) 2.7
bcn,t3.T2,3.23,3.ß
Boot (debugging option) 2.3
Booting -sccalsoboot

large subnetworts 3.23
networt 3.39
proccssors 1.4
subnctworlG 3.23,352

bootlink 2.14
BootlinkQ 3.8
Bootstrap 2.13
Busyq/6tem 2.12

c3.2,3.?4,3.?5
C compilcr optimisation 3.8, 3.9
C library 3.8
cDL 35,3.9-3.22,3.fi

- codc (componcnt attribute) 3.9
- compilation crrors 3.19
- compilcr 3.10, 3.113.19
- oevsyl.tzx32l,3.2,
- rcripts 3.f9,3.Z)

I



Index

ce (termcap) 2.7
cl (termcap) 2.7
Clear screen 2.7
Clear to end of line 2.7
clnames 3.42
Close (debugging option) 2.3
cm (termcap) 2.7
co (termcap) 2.7
code (component attribute) 3.9

- see also CDL
C.ommand name subscript

expressions 3.15
C-ommands, running - see run
Comments 1.6
communication between processes 3.8
Compiler driver - see c
Compiling and linking a program

- s e e c
Component Distribution language

- see CDL
Component attributes 3.9

- see also CDL
Component declaration - see CDL
C-onfiguration file 1.3, 1.4, 15,

7.7, 2.1, 2.2, 2.4, 25, 2.13,
2.14,2.15
- see also host.mn, hydra.con
- re-read (<hot key>-z) 25
- re-rcad - see Reconfigure
- specify - see server

C.onfi guraton, network L J
Configure 356
connect 3.43
C.onnecting subnetworks - see connect
Connection problcms 2.12
console 1.6, 1.7
Console windmr 1.7
Constructor(s) 3.11-3,18

- see also CDL
-  <> 3 .17
- ̂ ^ 3.16
- | 3.16
- farm 3.12
- interleave 3.12, 3.73,3.1,4
- pipe 3.18
- precedence 3.75, 3.76,3.17
- subordinate 3.18

Crntext update, network - see cupdate
Converting stream mode to line mode

- see lconttol
mpy 3.0
Copyrng files 3.38

- see also cp, tqt
CR/LF to LF translation 3.38

- see also tcp

Crashing the transputcr 2.13
Creating a new scssion 354
CTRLC - see Bell sequenoc
cupdate 3.44
Current pnocess, stopping 355, 356
Current window refresh (<hot key>-3) 25
Cursor morre 2.7

dconnect 3.45
Debtuger2.2-25

- enter (<hot key>-7)25
debuggcr_kcy (function key lc5) 25
Debugjng2.2-25

- facilities ment 2.2, 2.3
- options 2.3,25
- resourres (<hot key>-x) 25
- window 2.2

Device servers, progress r€port
wiile starting - see Init

Dittctory structure mapping 3.2
Disable link 3.26, 3.46,3.ß

- scc also dlink
Disconnecting a *wet 2.12
Disconnecting subnetworks

- see dconnect
Display Helios node activity

- see map
Distributed searches, rcport

- see Search
dtink3.22,3.26
Down-arrw key 2.6
Dumb mode links 3.26
Dumb terminal s 2.4, 2.15

Echo load balanccr packets
- sce lbpcat

elink3-22,3.27
Enablc link 3.27

- see also elink
End key 2.6
Entcr debugger (<hot kcy>-7) 25
Environmcnt - pass to port 356
Environment of job 35
Error

- codes 3.6
-1o92.8,2.9 -*e also /oggcr
- loggcr 1.7, 2.2, 2.4, 25,
2.8.2.9
- messages from thc Servcr 24
- output dcstinaton 2.8,19

- sce also /loggcr
Escape kcys 25
Escapc sequcnces 2.6
etc^atchrc 1.6, 1.8
etc/initrc 1.6

ü



.-, Halting the cutrent process 355, 356
I hcl ic1.1,1.2,1.3
- - directory/ies 1.2, 1.3

- helios/bin 1.2
- helios/etc 1.2, 15
- helios/etc/initrc 1.4
- helios/include 1.2

- hclic/lib 1.2
- hclic/tmp 1.2

Helios l.l, ncw crommands in 3.22
Heli6 directory/ics - see helios
Helios nodc, display actMty in

- sec lnaP
Hclp kcy2.6
Home kcy2.6
host.con l.tl 5, 2.1, 2.2, 2.4,

25,2.7,2.9-2.15
- cnmplc filc 2.15
- sce also C-onfiguration file

Hot kep 2.1, 2.4, 25, 2.6, 2.8
H$ra link daemon 1.2, 1.3, 15,2.10,

z.tr,2.r22.t3,2.r5
- orcrloading 2.13
- rccorcry 2.13

hydra.con I S, 2.12, 2.13
- sce also Configuration file

hydramon 1.2,15,2.12

ifabscnt 1.6
iojroccssor 2.14
I/O Scrrrcr l.l, 1.2, 1.3, 1.6, 1.7,

2.r-2.rs
- special key scqucnccs 2.4
-winfuet2A
- proc€ssor 1.6,2.14
- procrssor oonncction 2"14

ITFTP32 2.10
init 1.7
Init (dcbugging option) 23
InitProccss 355
Initialisation file

(/helic/etclinitrc) 2.8
Initialised process, starting an 355
Initialising a process 355
initrc 1.6
Insert kcy 2.6
Installation 7.1-1.8, 2.11, 2.72

- administration 2,11, 2.12
Intelligent modc links 3.27
Inter-task communication 3.8
Interfcarrc constnrctor(s) 3.12, 3.13,

3.r4
Internct l5,2.ll
intcrnct 2.13
Inverse video 2.7
Itcration names 3.14. 3.15

jobs 3.1
Job(s) 3.1, 3.2, 3.3, 35, 3.6

- scc also fg jobs, Task force
- bring into forcground 3.28
- control 3.1, 3.2

lll

Ethernet 2.9.2.10
Exccutable task forcc, specify 35
exit_key (function key k7) 25
Exit Server (<hot key>-9) 25
External links 3.39, 2.40

Farm constructor 3.12
- see also Interlcave constructor

Fault 3.6
- codes 3.6
- database 3.6,3.7
- database, pri te 3.7

Fault library 3.6
Fault0 3.6
fdbclose 3.6,3.7
fdbfind 3.6,3.7
fdbopcn 3.6,3.7
fdbrewind 3.6,3.7
f93.1,3.22,3.8
Fifoc 2.8,3.8
File(s)

- bcing closed, list - see Close
- being opened, list - see Open
- coplng 3.38 - see also q), tq)
- descriptoG 3.18
- reads, rcport - see Read
- writes, report all - see Write

Filing system in!'ßrtace 2.7
filter 3.11
Floating point 3.9
font I 3.0
Foreground job - see fg
FreeMemStop 356
Freeing memory blocks 3.56
Function

- cnde format 3.8
- keyopcntions25,2.6

GetEnv356
gethostbynameQ 2.11
GetPortlnfo 3J5
getservbynameQ 2.11
Give namcs of objects being accessed

- see Name
Graphics (debugging option) 2.3
Graphics operations, report any

- see Graphics



Index

- creation 3.6
- description file 1.8,3.6,3.36

- see also etc/batchrc
- environment 35
- list 3.1,3.2
- numbers 3.1
- objects, specifying 3.5
- priority 3.4
- rcmote execution 3.3
- rcpeat delay 3.4
- rcscheduling 3.4
- start time 3.3,3.4
- status 3.4
- terminate - see kill

k1-k9 (termcap) 2.6
k; (termcap) 2.6
kd (termcap) 2.6
Kernel 3.8,3.46
Key presses, report all - see Keyboard
Key translation 2.6 - see also Termcap
Keyboad (debugging option) 2.3
kh (tcrmcap) 2.6
kI (termcap) 2.6
krl13.L,3.22,3.29
Killing programs 3.48 - sec also kill
kl (termcap) 2.6
kN (termcap) 2.6
kP (termcap) 2.6
kr (termcap) 2.6
ku (termcap) 2.6

Iarge subnetworks, booting 3.23
tb 3.12
lbpat3.22,3.9
lcontrol 3.22,3.3L
Left-arrow key 2.6
Licencing 3.33
Link

- adapter 2.9,2.\5
- multiple 2.9

- daemon - see Hydra
- dcfinitions 3.40
- disable 3.2ß - *e also dlink
- dumb mode 3.26
- cnable 3.27 - *e also elink
- intelligent mcd'e3.27
- modcs, changing 3.216
- non-blocking m ode 2.13
- status 3.47

LinkC.onf 3.47
Linking a program - see c
Link, reconf igu ring 3!+6
List files being cloced - see Close
List files being opened - see Open

Listing open strcams - see Resourtes
Load balancer/ing 3.12, 3.30, 3.31

- packet prctocol 3.31
- packcts, echo - sec lbpcat
- see also lb 3.12

I-oading sencr 1.7
Iocal Networt Senrcr 3.37, 354

- start - soe starhs
Local proccssor links, rcconfigure

- sec lrecon
l,ocking sitcs 2.13
lngfilc2.9
lqfile2.9
Ingger dcvicc 2.8
login 1.6
I-ogin 354
L,o*' lcrrl routines 3.7
lrccon 3.216
lstatuE 3.47

Main Hclic directory locatftrn,
spcci$ing thc 2.7

Malloc 357
map3.22,3.32
Mapping directory structurc 3.2
Master/slave 3.18
mc (termcap) 2.7
Memory

- allocation 356
- available 2.14,350
- blocks, free 356
- specifying the amount of 2,14

message_limit 2.14
Messagcs

- (debugging option) 2.3
-maximum sizeof 2.14
- passing 3.8

Monitoring program - see hydramon
mr (termcap) 2.7
mul 3.8
Multidimensioned rcplication 3.13
Multiple

- copies of Helios 2.8
- link adapter 2.9
- links 2.9
- uscn 2.9, 2.12,2.13
- windcnn 2.1, 2.2

Name 2,3
- (debugging option) 23
- table 3.8,3.42

- clear - sec clnamcs
Name Serrcr 1.6, 1.7
native 3.t18,3.49
Native statc - sce natirrc
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net_ctrl 3.40,3.41
- see also Network control librarv

netvctsn 3.22,3.33
Network 2.14

- addrcss (context) 2.13,3.44
- booting 3.39, 3.40
- commands 3.41
- configuration 15
- contcxt update - see cupdate
- control 3.4, 3.41, 3.46, 3.ß,
3.49.350

- sce also Network Senler, TFM
- library 3.,10, 3.41, 3.M
- scnErs, terminating 3.48
- system 3.rm,3.41

- licencc - sce also netvenn 3.33
- link status 3.47 - *e also lstatus
- map(s) 2.8,3.4
- mcssagcq rcport on - see Messages
-r€scttingthc 3.34

Network Scnar 1.4, 3,23, 3.39,
3.4O,3.43,3.44,3.ß
- see also NS
- liccncc 3.33
- start - see startnet. startns
- status - scc sstatus

Net'worked Helios 3.39
Networking 1.3, 1.4
New Helios functions 355
New commands in Helios 1.1 3.22
New connection problems 2.12
Next windw, switch to

(<hot key>-1) 2.5
Node actMty, display- see map
Non-blocking mode 2.13
Normal video 2.7
NS 3.040, 3.43, 3.ß, 349, 350,

351.352
- see also Network Server
- distributed database 3.49,
350,3Jl

Object address tables
- see Name tables

Objects being accessed, give
names of - sce Name

Objects passed in job environment,
specify 35

Open 354
- (debugging option) 2.3
- files 3.8
- streams 2.3, 3.5,3.9

- see also Resources
Overloading Hydra 2.13

PageDovm kcy 2.6
PageUp key 2.6
Parallcl constructor ̂^ 3.16
Pass:cDrd file 354
pipc 3.11
Pipc(s) 3.8, 3.11, 3.12,3.13

- constructor | 3.16, 3.18
Pipc Scnar 3.8 - sec also /pipe
Port

- information 355
- passing an environment to 356
- ablc gaöage collector 3.8

Porting
- makcfiles 3.2
- shcll rripts 3.2

Prccedence of mnstructors 3.15
Prcvious window, s*itch to

(<hot kcy>-2) 25
Priority of jobs 3.4
Prir/atc fault database 3.7
Proctss

- identification 3.1
- initialisation 355
- starting a 355
- stopping 356

Processing initialisation 355
Processor{s)

- manager - sce Processor Manager
- names 2.14
- pcrformance monitor 3.8
- t,?e 351
- sharing 3.,|(), 353

Processor Manager 3.8
prod 3.8
Program scheduling 3.3
Program to processor allocation 3.40
Progtams, rcmote execution of 3.3
Progress rcport(s) 2.3

- during transputer bootstrap
- see Boot

- while Scrrrcr is exiting
- scc Quit

- whilc device servers are
starting - sce Init

Protocol 2.12
Pscudo windm,s 2.1
PseudoStrearn 356

Quit (debugging o'ption) 2.3

Read (debugging option) 2.3
Real windocn 2.1, 2.2
Rcboot transputer (<hot key>{) 25
Rebooting 2.4
reboot_key (function key k8) 2.5
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Reconfi gure 2.3, 3.46, 3.56
- (debugging option) 2.3
- local processor links 3.216
- singe processor link 356

Reconnecting subnerworks 3.44
Refresh current windw

(<hot key>-3) 25
refresh_key (function key k4) 25
Remote

- access 15
- execution of pnrgrams 3.3
- login 355

Repcat delay, job 3.4
Repcating jobs 3.4
Replication 3.11, 3.13, 3.14

- limit 3.14
- multidimensioned 3.13, 3,14

Rcplicators 3.11
- see also CDL

Report all file reads - see Read
Report all file writes - sce Write
Report all keypresses

- sce Kcyboad
Rcport any graphics operations

- sce Graphics
Report distributed searches

- see Searrh
Report on network messages

- sce Messages
RcquestEnv 354
Re-rtad configuration file 2.3, 25

- see also Reconfigure
Rcscheduling jobs 3.4
rexel3.22,3.Y,3.41
Resct drirrcr - sce tram ra.d
Reset0 3.41
Resetting a subnetwork 3.3, 3.41

- s€e also rcset
Resetting network processors 3.48

- see also native
Resetting the network 3.34
Resident libraries 3.210
Resizingwindws 2.2
Resource

- debugjng2.3,2.5
- map(s) L.4,3.39,3.4A

Right-arrow key2.6
ro (termcap) 2.7
Root Nctwork Server 3.34
rootjrocessor 2.14
Root transputer 2.9
run 1.6, 1.7, L,8,3.2,3.22,3.35
runb 3.6,3.22,3.%
Running a command - see run

Scrcen opcrations, translating
escape sequences to 2.6

Scrccn size 2.2
sc (tcrmcap) 2.7
Sarch (debugging o'ption) 2.3
scn'cr 1.3. 2.1, 2.3
Sewer 15.2.1-2.15

- see also I/O Sewer
- configuration file 1.3
- disconnecting a 2.12
- exit (<hot kcy>-9) 25
- cxitin& progrcss rcport *trilc

- scc Quit
- loading 1.7
- status (<hot kcy>{) 25

scnrcrwindow 1.2, 2.3
scncrwindonsun3 2.3
Session(s)

- activc 354
- crcation 354
- cnvironmcnt 354
- uscr 350

Sessionlnfo 354
Session Manager (SM) 354
sfnc 3.49
Sharing proccssors 3.,f0, 353
Shell 3.1,3.2,3.8
SignalStop 356
Singlc machine |icence 3.33

- see also netrrersn
Sitc(s) 1.1, 1.2, r.4, tS, 2.9,

2.10,2.rr,2.t3
- sec atso Transputer sitc
- acrcss 1.1, 2.13
- administration 1.2, 2.ll
- allocation 1.3, 1.4, 15
- locking 2.13
- numbers 1.1
-rc1eax,2.12
- unuscd 15

SM 354 - sec also Session Manager
smemory350
smlogin 354,355
so (termcap) 2.7
Sockct(s) 2.8, 2.17, 2.12, 2.13

- identificr 2.11
- intenet 2.77.2.13
- TCP/P 2.r0,2.1I
-Unix2.ll,2.l3

Special kcp 2.2, 2.6
spt,"e 351
sstatus 3J2
Start(ing)

- Helic 1.6
- initialiscd process 355
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Index

- local Network Sen€r - sce startns
- time, job 3.3, 3.4

startnet 3.,f0, 353
startns 1.$ 3.22, 3.37, 3.39, 353
StartProcess 355
Startup filc 3.37
Startup o'ptions 1.6
status_kcy (function key k6) 25
Status

- jÖ(s) 3.4
- Scrvcr (<hot kcy>A) 25

StopProcccs 355
Stopping thc orreot pu 355, 356
Strcam(s)

- allocation 3.16 3.ft
- mode to line modc coawrsioa

- see lcontlol
- passed as job cnvirooncnt,

speci$35
Subnetwork(s) - scc also Nctnort(s)

- addresses 3.2t0
- booting 3.23, 352

- scc also boot
- connection 3.43

- sce also connect
- disconnection 3.45

- see also dconnect
- memoryavailable in 350
- processor types 351
- reconnecting 3.44
- resetting 3.3, 3.41

- see also r€set
Subordinate constructor < > 3.17, 3.18
Subscript expressions 3.18, 3.19
Subscripted component declarations 3.10

- sce also CDL
Sun-3 1.1, 1,2, 2.3, 2.12
Sun-4 1.1, 1.2, 2.3, Z.l2
sunbin 1.1, 1.2
Sun I/O *wet2.1,2.2
SUnOS 1.1
SunView 2.1, 2.2, 2.8
s,witch backcrads kev

(funätion tey t<3) 2i5
srritch_for*ards_key

(function key12)25
Ss'itch error logger destination

(<hot key>-l) 25,2.8
Switch to next windoq/

(<hot kcy>-l) 25
Switch to prcvious windw

(<hot key>-2) 25
Symbolic links 2.8
System

- administration 2,13. 3 54

- configuration filc 15
- function 3.49
- libnry 3.8
- scrviccs 35

Task fortl 3.3,35, 3.10, 3.11,3.16
3.19,3.n,3.n
- ecc also Job
- allocation 3.,10
- configuration 3.16
- dcfinition 3.10, 3.11, 3.19,3.m
- cxcorablc 35
- objcct 35
- stneam allocation 3.16
- usc of strcams 3.19

Task Forcc Managcr 3.40, 3.44
-scc alsoTFM

tfry.Ls,3.2,,33
TCflIP sockct Zl0,2.ll
TDS2.9
TERM cwironrncnt variablc 2.4
Tcnnag2.*L7

- databasc 2.4
-entiq2.6,2.7
- names 2.4
- sequcnc! translation 2.6

Terminal
- input, dumb 2.4
- kcp 2.6 - sce also Termcap
- size2.7
- wrapping characteristics 2.7

Terminatc job - see kill 3.29
Text files, coplng 3.38

- see also cp, tcp 3.38
TFM 3.8, 3.39, 3.&, 3.U, 3.48,

350,351
- see also Task Forte Manager
- distributed databasc 3.49.

350,351
Tilde (-) 2.8,3.4
Timcost crrors 3.23
Toggle all debugging options

(<hot key>-a) 25
tram-ra.d (Rcsct driver) 1.4
Transputcr bootstrap, progr€ss

rcport during - see Boot
tr"nsputef_mcm ory 2.14
Transputcr site 1.1

- allocation 1.3

Undo key2.6
Unix 2.1, L2, 2.4, 2.7, 2.9,

2.tt,2.L3,2.r4
- liling qntem, acccssing
thc2.7,2.8
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Unused sites 15
Uparrow key 2.6
Updating a network context

- see cupdate
usadata - see User database
User changes to configuration 2.14

- see also host.con
User databasc 354
Uscr sessions 354
Users, list 354

waitfor 1.7
Waiting for the server to be

loaded - see waitfor
Windo,(s) 2.1-2.4, 3.35

- crcation2.Z,2.3
-debuging2.2
- interfacc 2.1
- I/O Scrrar 2.4
-muJ.tiple2.l,2.2
- operations 2.2
- pceudo 2.1
- rcal2.1.2.2
- rcsizing2.2
- switching 2.4

Windo'Manager 1.7
Windw Scrver 1.7.355
Workload balance

- sce Load balancing
Write (debugging option) 2.3


